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ABSTRACT

A loan is a sum of money that can be obtained from financial institutions with the understanding
that the borrower will repay the loan within a predetermined time frame and with interest. After
accruing debt, the borrower is required to pay it back in full, typically with interest. The model
will be trained to predict whether the applicant will be able to pay back the loan. There are certain
features that have to be taken into consideration before approving the loan. Automating the
procedure is the primary goal in order to process loan applications more quickly. Train and test
data sets were used as the input. To determine the accuracy of the model, the training data was
used, and to output the predictions, test data was used. To reach the scope of our goal, the
researcher has used machine learning tools and algorithms as well as Python, Jupyter notebook
and Django to develop the system.
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CHAPTER 1: PROBLEM IDENTIFICATION

1.1 Introduction

The banking division is an essential element of each economy. Banks act as intermediaries
between borrowers and savers, delivering banking facilities to people, businesses, and public
sectors. Loans are crucial especially in economic growth (King, et al., 2001). People and
businesses can invest in new opportunities, buying houses and cars, and fund to other purchases
that they cannot afford without borrowing. Taking out loans can help the economy to expand
business operations and employing more staff. Aside from allowing access to capital (credit) banks
are also responsible for risk management. Borrower's creditworthiness and the possibility of loan
repayment can be taken into consideration by banks through thorough investigation of the public
and private data that is accessible (Samreen,2012). This lowers the risk of non-payment by
allowing debtors to identify the danger of failure with a yield. Based on the status of applicant,
loans are approved according to lending policies created by banks.

According to the applicant's credit policy, the loan application is assessed. Through thorough
verification of submitted documents, banks can approve loan applications. However, there is no
guarantee that all applicants are the best (Sheikh et al., 2020). By investigating large amounts of
data and processes, tracking of patterns and trends, machine learning can help in automating loan
approval process and eliminating human error.

A key benefit of machine learning is its ability to leverage prior data to learn and predict future
results (Srivastava et al., 2018). By training machine learning models on previous loan data and
results, based on a variety of factors, including a candidate's qualifications, gender, banking, job
position, and other relevant information, the loan approval process may become easy for financial
institutions. These machine learning models can also identify important risk factors that can help
clarify the application process, by highlighting high-risk applications requiring human review (Al
Mamun et al., 2022). In this way, machine learning can make faster and accurate loan decisions
without the need for a manual review, provide personalized recommendations based on applicants,
and improve the client's overall experience.

1.2 Background of the Problem

Lending business faces difficulties inaccurately assessing loan applications, which can lead to
significant non repayment rates and financial losses. According to a report by Companies and
Markets in September 2012, Lobels Limited was indebted to five local banks FBC Bank, CBZ
Bank, NMB Bank, Metbank, and Capital Bank with outstanding loans totalling approximately $14
million. The company reportedly refused to repay the debt. Methods that are used for loan
evaluations on the existing system are time consuming and biased. In the era of digitalization when
loan applications are becoming numerous, there is a constantly growing need for automatic
systems that would be able to evaluate loan possibilities both faster and more precisely. Number
of factors, such as income, and credit history and economic factors affected loan eligibility. The
existence of such broad ranges of influencing aspects can cause inconsistency in the lenders’
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decisions and jeopardize their business as long as the factor of risk is concerned. Hence, the
purpose of the research is to apply modern algorithms that predicts the loan decision process to
ensure efficient, bias-reducing, and able to assist in preventing any loan default.

1.3 Statement of the problem

Many banks still sit down with stacks of paper and check boxes to decide who qualifies for a loan.
That hands-on grind slows everything, invites mistakes, and leaves too many borrowers in the
danger zone. Old-school scoring formulas also miss the tangle of traits-an extra income source
here, a short credit dip there- that actually tip the balance. The crush of new applications and the
constant churn of credit data just keep turning that problem up to eleven. This project swaps ledgers
for algorithms, building a machine-learning model that spots good risks and bad ones faster, cuts
the default bleed, and frees lenders to make sharper calls.

This proposed system will use demographic data, credit history, financial and employment
information in order to predict the odds of loan repayment. By using clever data processing
techniques that uncover hidden insights and subtle relationships in borrower information, the
system enhances credit evaluation. Financial institutions can streamline their lending operations,
reduce risk and optimize resource allocation because of this system’s scalability and
interpretability. Ultimately, this project aims at narrowing down the difference that exists between
traditional credit scoring methodologies as well as advanced predictive analytics which ultimately
leads to a more informed and effective lending climate that is advantageous to both lenders and
borrowers.

1.4 Research Aim and Objectives

To develop and evaluate a forecasting model based on machine learning techniques to accurately
predict loan eligibility based on applicant characteristics, financial history and creditworthiness,
thereby improving the productivity of the loan approval process.

1.4.1 Research Objectives
The study aims to:

* Investigate and analyze the relationships between borrower attributes and loan approval
rates.

* Develop a machine learning model that predicts loan eligibility based on a diverse set of
borrower attributes.

»  Evaluate the model's effectiveness for loan applications.

1.5 Research Questions
* How accurately can a machine learning model predict the eligibility of loan applicants?
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Can an automated prediction system improve the speed and efficiency of loan processing
compared to traditional methods?

How effective is the model in minimizing loan default risks by identifying high-risk
applicants?

1.6 Research Hypothesis/propositions

Ho: Using selected features, the model cannot predict loan eligibility rightly.
H1: Using selected features, the model can predict loan eligibility rightly.

1.7 Justification/Significance of the research

This study is noteworthy because it offers a data-driven remedy for existing problems with the
loan approval procedure, which benefits financial institutions and consumers alike. Customers will
benefit from quicker processing times and more equitable assessments, while financial institutions
will experience increased operational efficiency and lower loan default rates. Additionally, by

decreasing discriminatory practices in loan decisions, the model will conform to regulatory
standards. Because it demonstrates how machine learning can improve financial services, this is
significant for the financial technology (FinTech) industry.

1.8 Assumptions

This study will use feature engineering to select and transform relevant features for credit
risk assessment including demographic information, credit history, income levels and
financial behaviors.

Existing regulatory frameworks and ethical standards in financial lending will be adhered
to when using machine learning to the credit risk assessment during the loan approval
process. This includes laws pertaining to data protection and fair lending practices.

1.9 Limitations/ Challenges

Adhering to regulatory requirements and guidelines is a critical challenge. Financial
institutions must ensure that their use of machine learning complies with legal standards,
which can be complex and vary by jurisdiction.

While machine learning models can be highly effective, scaling these solutions across
various loan products and borrower segments can be challenging. Each segment may
require tailored approaches, complicating the implementation of a one size fits all solution.
New technologies are challenging to incorporate and apply within current financing
systems.
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1.10 Scope/Delimitations of the Research

In particular, this study will focus on the default risk assessment component of the loan approval
process and investigate two algorithms, such as logistic regression and linear regression. This
study's scope encompasses data gathering, attributes processing and model development. The
study will not go into great detail regarding other risk elements, such as operational market and
liquidity issues, despite its concentration on credit risk assessment. Again, a comprehensive
examination of all regulatory frameworks in various jurisdictions will not be carried out by the
study.

1.11 Definition of terms
Big data-refers to large and information set data that keep growing rapidly over time.

Regulatory compliance-laws, regulations and guidelines that govern financial practices and
lending standards.

Predictive Modeling- the process of using statistical ways to create a mock-up that predicts future
outcomes based on historical data.

Default evaluation- the process of checking the probability of the loan receiver loan repayment
in order to determine the likelihood of default.

Machine learning- is a branch of computer science that concentrates on creating algorithms
capable of analyzing data and making predictions or decisions based on that data.
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CHAPTER 2: LITERATURE REVIEW

2.1 Introduction

Credit risk assessment is a critical component of the loan approval process in the banking and
financial industries. To reduce losses and increase earnings, borrowers' creditworthiness must be
accurately estimated. As machine learning algorithms have advanced and data has become more
accessible, researchers have looked into a variety of methods for evaluating credit risk. Credit risk
analysis based on machine learning has been studied by various scholars. Random forest and logit
boosting were employed by Belhadi et al. (2021) to forecast small and medium businesses'
creditworthiness. According to ZIMSTAT (2021), the formal banking sector has been slow to adopt
advanced technological solutions for risk assessment, emphasizing the need for an innovative
approach. This study mainly focuses on the application of linear and logistic regression models,
benefits and challenges of loan approval prediction.

2.2 Importance of machine in credit risk assessment

Machine learning has revolutionized the way we assess credit risk globally. These powerful
algorithms can process vast amounts of data, identify patterns, and accurately predict loan default
rates. While there are many advanced techniques, logistic regression remains a popular choice due
to its simplicity, interpretability, and ability to classify borrowers as high or low risk.
Cutting-edge machine learning models can analyze large datasets to uncover hidden trends related
to a borrower's creditworthiness, leading to more accurate loan predictions. This has proven to be
a valuable management tool, particularly for evaluating the credit risk of small and medium-sized
businesses. With its game-changing capabilities, machine learning has transformed the financial
industry, making credit assessment more efficient and effective than ever before.

Unlike more complex models such as Random Forests or Deep Neural Networks, logistic
regression provides a clear understanding of the relationship between borrower attributes such as
income, employment, and repayment history and loan default probability. This transparency is
essential for compliance and decision justification in regulated financial environments.

High levels of credit risk have resulted from Zimbabwe's economy's severe problems, which
include macroeconomic instability, unemployment, and inflation. Effective credit risk assessment
is essential to reducing the risks associated with loan defaults, according to scholars like Nyoni
(2020). Current manual operations, as described by Chiri et al. (2021), often result in subjective
decision-making that can jeopardize financial institutions' overall stability.

2.3 Models used

2.3.1 Linear regression

The connection among each input variables and an outcome variable can be identified based on
the statistical technique According to Anyanwu (2021), linear regression may overlook financial
datasets that contain complex relationships, even though it can function well for simple
relationships. Although its role in credit scoring systems has been highlighted by scholars such as
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Menzies (2014), its standalone applicability is frequently limited by its inability to model nonlinear
relationships.

2.3.3 Logistic Regression

Loan default probabilities can be accurately predicted using this algorithm, regression approach
that predicts two possible outcomes. According to Maliyamkono & Zimba (2020), logistic
regression makes it possible to model events with a categorical dependent variable. The application
of logistic regression in Zimbabwe's financial setting is covered in great detail by Ndlovu (2021),
who highlights how its probabilistic nature might improve loan decision-making.

2.3.4 Advantages of predicting default risk

Increase Prediction Accuracy: Chen et al. (2019) claim that the problem of accuracy being
jeopardised by conventional methods has been resolved with the advent of machine learning
models. A more accurate evaluation of credit risk results from their capacity to analyse sizable
datasets and spot patterns and trends.

Reducing Bias: Human biases in manual evaluations can be reduced by using machine learning
methods (Ravi & Ramesh, 2021). This is necessary to promote equity in lending practices..

Data Utilization: ML models can integrate a lot of data from alternative data sources, such as
utility payments and mobile money usage, which are crucial in Zimbabwe (Mudavanhu, 2022).

2.4 Gaps in the Literature

Although there is a wealth of research from around the world supporting the benefits of machine
learning in default risk, there is a dearth of literature that specifically addresses the particular
difficulties faced by financial institutions in Zimbabwe. Most local institutions are yet to transition
from manual to automated systems, and few studies have tested the practical implementation of
logistic regression within this environment. Furthermore, not much is known about incorporating
non-traditional data sources into logistic models, like informal employment records or mobile
money transactions. This gap presents an opportunity for the current study to develop and validate
a logistic regression model tailored to the Zimbabwean context, using realistic borrower data and
aiming to enhance objectivity and processing efficiency in loan approvals.

2.5 Debates and Evaluation

The implementation of machine learning-based systems in loan approval processes generates
multiple debates about Accuracy and fairness, Automation, Regulatory Compliance and Privacy.
According to the ProPublica Report (2016), the issue of fairness in machine learning decision-
making continues because these systems may reinforce or preserve discriminatory biases present
in their training data. Because machine learning systems need to collect a lot of data, including
personal and alternative data sources, their use in loan eligibility approval systems raises privacy
concerns. The evaluation of these controversies helps to understand the wider implications of
machine learning adoption in loan approval processes.
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2.6 Relevant Theories of the subject matter

Logistic and linear regression have been used by numerous studies to evaluate credit risk, which
has helped predict loan eligibility. However, it may be difficult to integrate traditional methods
with machine learning (ML) frameworks, nevertheless, because of model scalability, processing
speed, and durability in real-world situations. In their thorough research, Smith and Johnson
(2020) emphasized the efficiency of logistic regression in forecasting borrower default. Because
logistic regression takes into account non-linear relationships in the data, they discovered that it
performed better than conventional scoring techniques. However, their study did not evaluate the
impact of logistic regression on decision-making speed or processing efficiency, evaluating the
model’s effectiveness in reducing loan processing time. Kim and Lee (2019) explored logistic
regression as a predictive tool for loan default risk, identifying key variables such as income, debt-
to-income ratio, and credit history that significantly influenced loan approval outcomes. Their
results showed that adding these variables improved the accuracy of the model. However, they did
not made comparison on logistic regression with more complex models. In their study, Liu et al.
investigated various statistical techniques, including logistic regression, when testing credit risk
models. These authors note that with respect to their findings, logistic regression managed to
exhibit relatively high performance, mainly in the case of significant class imbalance in datasets.
This allowed for improved patterns in the decision-making process of loans. Nonetheless, the
authors have not investigated if these patterns may be applied to real-time data or if using these
models should have resulted in speedier processing. Regarding the evaluation of credit risk, Chen
and Zhang contrasted logistic regression with machine learning. They claimed that while more
complex machine learning methods tended to show better prediction capabilities, the fact that
logistic regression was more interpretable meant that the lenders preferred it to other methods.
Nevertheless, they did not include a model in the comprehensive machine learning pipeline that
can ensure a balance between interpretability and predictive potential when automating the
process.

Furthermore, they did not incorporate feature selection and model tuning, nor did they assess the
relative effectiveness of logistic regression. Adams (2022) used both logistic regression and linear
regression to perform a multifactor study of loan approval criteria. The study found that by
precisely defining the approval versus rejection dichotomy, the logistic regression model provided
lenders with valuable information. He did not, however, apply model tuning or assess performance
indicators for various algorithms. The primary goal of Torres and Dias (2020) was to apply logistic
regression to forecast borrower defaults. Their findings supported the idea that logistic regression
performs better than conventional techniques, particularly in a range of economic scenarios.
Nonetheless, the study did not examine broader contexts. Martinez (2019) looked at what is new
in credit risk modeling which he also put out there that although we still use traditional models
which are for the most part relevant, when we integrate them with machine learning that is when
we see an improvement in what we predict. However, he failed to provide an empirical study or
implementation strategy, which made it difficult to assess the veracity of his assertions. Also in
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2021, Hernandez and Santos looked at how machine learning models do against the traditional
regression techniques in credit scoring. What they found is that although some of the more complex
machine learning models do report high accuracy, logistic regression is still very much the go to
for institutions that need to be able to explain what is going on. Also, they didn’t look at how these
models do in terms of speed or with very large data sets. In their 2023 study on the application of
machine learning to credit risk, Patel and Gupta made the simple but accurate claim that, with the
right adjustments, logistic regression is an excellent tool for predicting loan eligibility. Moreover,
their research showed model's output must aligns with best practices within the industry. It lacks
thorough model comparisons and consideration of other tuning techniques makes their report
ineffective.

2.7 Limitations of the existing system

The existing processes often led to a series of limitations that can adversely affect both financial
institutions and their clients. Here are several key limitations associated with reliance on manual
procedures in the loan approval process:

Inefficiency and Delays: Loan pipelines still move at a human pace. Under a manual model,
someone has to collect papers, check them twice, calculate once again, and finally rubber-stamp
the green light. Borrowers who thought they had heard back in a week often sit in silence for a
month or more, and that wait wears on their patience. When the clock stretches, many people
simply go across town and sign with a rival lender-or post on social media that their bank blew it.

Increased Human Error: A person typing numbers is never infallible. A stray finger can turn a
six into an eight, and suddenly an applicant’s income looks ten percent higher than it is. File clerks
may skip a pay stub or misread a tax line, which tilts the risk equation toward a default or an unfair
rejection. Every slip not only bruises customer trust; it also adds a sneaky layer of exposure the
bank must quietly absorb.

Limited Data Utilization and Analysis: One problem is that manual processes do not allow for
full utilization, and analysis, of the vast amounts of data available. Instead, decisions are made on
handpicked information or out-of-date records. The lack of data-driven decision making can affect
the accuracy in assessing credit risks that a financial institution may have. Furthermore, lenders
miss out on potential insights about borrower behaviors by failing to use advanced analytics that
could incorporate alternative data sources such as bank statements and patterns of income, which
could lead to defaults or missed lending opportunities.

Scalability Issues: Often manual loan approval procedures cannot be scaled up easily specifically
during periods of high demand or economic recovery when there is an influx of loan applications.
Financial institutions may be overwhelmed by the number of applications causing delays and
backlogs in processing times. By being unable to handle increased workloads efficiently,
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companies might lose business because borrowers would rather go to other institutions that provide
quicker responses

Ineffective Risk Management: Traditional system is usually not advanced enough to carry out
sufficient risk assessments. It becomes hard for financial institutions to identify high-risk
borrowers without systematic approaches. This can lead to higher default rates as lenders may
unknowingly approve loans for people who will not repay them. Eventually, such an outcome can
significantly affect the stability and reputation of the institution. Poor record keeping and data
management: Manual methods often result in disorganized records where physical documents get
lost or misplaced while digital records are not effectively integrated.

Poor data management: makes it difficult for loan officers to quickly retrieve important borrower
history and documents due to limited access. This has the potential of prolonging processing times
as well as complicating compliance with regulatory requirements concerning record-keeping and
audit trails

Financial institutions in Zimbabwe should be aware of these constraints and look for ways to get
around them by embracing technology and implementing more sophisticated and automated loan
approval procedures. They can increase operational effectiveness, boost customer satisfaction, and
maintain their competitiveness in the ever-changing banking sector by switching to more
automated and data-driven systems.

2.8 Conclusion

To sum up, frameworks and languages were identified to support the system's successful
development before the model was developed. By using the previously developed techniques to
identify the gaps that need to be filled, the author would be able to emphasise how much more
efficiently the new system will operate. The author has examined the prior systems that were in
place, reviewed the problems they were meant to address, and noted any gaps in the research in
this chapter. The researcher assessed the benefits to users in the future as well as the advantages
and disadvantages of the suggested solution.
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CHAPTER 3: RESEARCH METHODOLOGY

3.1 Introduction

This chapter serves as the backbone of any scholarly inquiry, providing a structured framework
that guides researchers in their quest for knowledge. It delves into the essential components of
research methodology, elucidating the systematic processes that underpin the collection, analysis
and interpretation of data. Researchers can guarantee the validity and reliability of their findings
by establishing a clear methodological approach, which contributes to the body of knowledge in
their field. The researcher will examine a variety of research designs in this chapter, including
population and sample, research instruments, qualitative and quantitative approaches, and data
analysis techniques to be employed.

3.2 Population and sample
The study population includes all the people and businesses who have applied for loans from
financial institutions. It varies with credit profiles, income, and loan requirements.

3.2.1 Sample

A sample of loan applicants was selected from publicly accessed dataset that is Kaggle and Claxon
microfinance. It was stratified based on credit score, loan amount, and loan type to ensure
representation from segments.

3.3 Data collection approaches

The investigator employed a variety of techniques to collect data regarding the current system,
including surveys, observations, and interviews. The author used the information and data
collected to design and develop the system.

3.3.1 Interview

Two accountants from Bank BancABC and CBZ were privately interviewed, during which the
researcher posed questions, and the interviewees provided their responses. This process helped the
researcher gather insights into the existing system. Both accountants shared their concerns
regarding the current setup and suggested improvements to enhance their operational efficiency.

3.3.2 Observations

The researcher was able to obtain beneficial information by observing the current system in the
National Building Society where she conducted her internship. The observation involved how loan
information was handled and the procedures that were used in loan application. This enabled the
researcher to determine the most frequent challenges that the applicants experienced.

3.3.3 Questionnaires

The researcher managed to obtain feedback on the questionnaires from numerous individuals by
sending them through online media. The questions applied in the survey are presented in the
appendix entitled "Loan application process." Through this survey, the author managed to obtain
thorough details regarding the loan application process.
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3.4 Research Design
It is a roadmap on which research is being carried out. According to Saunders, et al. (2012),
research design is a plan aimed at answering a specific research question.

The researcher will use python language with machine learning techniques to build the system.
With the aid of documentation and record to gather data about loan eligibility prediction model
and machine learning algorithms, the author was able to carry out the research.

3.4.1 Requirement Analysis

It is required to identify the most significant data points to ascertain a borrower's creditworthiness
as well as documenting functional and non-functional system requirements. The study also
identified potential constraints, including dataset availability and computational power, that might
jeopardize the success of the proposed methodology.

3.4.2 Functional Requirements
* Generate a probability score indicating loan approval likelihood.
* Clear display of loan eligibility prediction results.
* Identify high risk loan applications based on predictive analysis.

3.4.3 Non-Functional Requirements
* Protect sensitive financial data with robust encryption.
* Ensure data accuracy and fast response time.
* Ability to integrate with existing loan origination systems.

3.4.4 Hardware Requirements
* A 64-bit processor
+ 8 GBRAM

3.4.5 Software Requirements
*  Windows 10 Operating system
* Pycharm2024

3.5 System Development tools

Python 3.6.3-The researcher chose to use Python for its vast number of tools that are well-suited
for machine learning. According to the Python Software Foundation (2021), Python is an
interpreted, object-oriented, high-level programming language with dynamic semantics. Its high-
level built-in data structures, combined with dynamic typing and dynamic binding, make it highly
attractive for rapid application development, as well as for use as a scripting or glue language to
connect existing components.

PyCharm IDE- According to Wikipedia (2018), PyCharm is a software application that provides
a better environment for programmers which supports Python language.
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Jupyter Notebook-It is web application that allows programmers to create and share documents.

SQLite database- SQLite is a lightweight, self-contained database that is simple to use.
Django- it is an open and free platform that excels in user authentication and database support.

3.6 System Design
This section comprises of UML (Unified Modelling Language) design for the system to clearly
show the static view of the system.

loan application

Customer A
submission

Y

v

document verification

w

loan approval

. credit checlk
decision

A

v

notify customer

update loan
application
database

Figure 3.3: Data flow diagram for the model

3.6.1 Description
Customer: The individual or business applying for the loan

Loan Application filing: The customer submits their loan application along with required
documents.

Document verification: The bank verifies the submitted documents for accuracy and
completeness.

Credit check: A credit check is performed to assess the customer’s creditworthiness.
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Loan approval decision: The system reviews the application and makes decision on approval or
rejection.

Notification of the decision: The customer is notified of the loan approval or rejection.

Loan application database: Contains records of all submitted loan applications and their statuses.

3.6.2 Flow chart for the proposed system

Programmers and end users can effectively communicate with each other by using flowcharts.
They are flowcharts specialized in distilling a significant amount of data into comparatively few
symbols and connectors.
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3.6.3 Use case diagram for the proposed system

A use case diagram is diagrammatic presentation where users interact with the system and show
the link between the user and the different activities in which the user has been acted upon. Below
is the system’s use case diagram.

identify and discuss
financing needs

{

compile loan application

/

Logh applicant
Loan Oificer e

verify loan application

prepare loan write up

o

Credit analyst

generate approval

Excludes an administtration clerk

Senior loan officer
produce loan documents

Figure 3.5: The Use case diagram for loan application process
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3.6.4 Class diagram

Applicant Loan FredictionResult
+ applicantid + loanld :I;E::.ilgld
+name “| + applicantid -
+gender é'—" +term +probability
+maritalStatus +amount + IsEligi
: gible)
+aducation +propertyArea
+dependents +status +generateReport()
+income
+selfEmployed + processRequest()
+creditHistory 1
AN -
+ applyForLoan() ModelEvaluator
+ updateProfile)
1 + accuracy
+ precison

+recall
+eavaluatorid

PredictonModel

-

+ modelld 1 +T1score
Feature +accuracy —
- +algorithm + evaluateMUderl-:;
+ featureld e +creationDate + generate ROC{)
+ name 1
+type + train()

+importance + predict()

+evaluate()

+ normalize)

+extract AN DataFreprocessor

1 | +prep rocessorld

+cleanDatai)
+handleMissing()
+normalize

Figure 3.6: The class diagram showing relationship and association between objects

3.6.5 Description

1.

Applicant to Loan (one-to-many relationship)

= One applicant can apply for multiple loans.
= Type: Aggregation (Loans can exist independently of the Applicant)

Loan to Prediction Result (one-to-one relationship)

= Each loan application has one prediction result
= Type: Direct Association

PredictionModel to Feature (one-to-many relationship)

= A prediction model uses multiple features
= Type: Direct Association

PredictionModel to PredictionResult (one-to-many relationship)

= A prediction model generates multiple prediction results

DataPreprocessor to PredictionModel (one-to-one relationship)
= The data preprocessor prepares data for the prediction model
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= Type: Direct Association

6. ModelEvaluator to PredictionModel (one-to-one relationship)

= The model evaluator assesses the prediction model
= Type: Direct Aggregation

3.7 Development model

The researcher is going to use Agile development as it provide a room for the developers to adapt
changes in requirements while ensuring that user needs are continuously met through regular
feedback cycles.

7 —~
-~ J -
/// / s NG
// < Testing
5 \\ = \
;’fDeplnyment 2T - / H\\
f‘f (Release) N \
Y 4 3
N /// { Develo \l
o Agile ) a
6 \ Development -
| Review }
\ (Track& / )
\ Monitar)
§ M,

\ : | \ g« L"L\
\ Plan & \
\ 1 Desi \
/ Requirements x> e // /

/ 7 ~ /

£ f /

Figure 3.7: Agile Development process
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Prototyping Model

Figure 3.8: Prototyping Model

Requirement gathering and Analysis

Interviews were conducted with system end users in order to get all user requirements. Once
requirements were gathered, the author compiled the expectations of system users (Pressman,
2014).

Quick Design

The second stage is rapid or preliminary which gives the user an overview of the system
(Sommerville, 2011).

Build a prototype

In this phase, an actual prototype was designed based on the information gathered from quick
design and this small working model helped the researcher to see the feasibility of the study
(Kendall and Kendall, 2010).

Initial user evaluation
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After the prototype building is finished, the client must perform an initial evaluation to find any
possible defects. The developer could use this information to fix the bugs.

Tweaking/refining prototype

If the user is not satisfied with the previous model, the author should make changes depending on
their comments and ideas. Once the customer is happy with the mock-up, a final architecture will
be developed depending on the results (Sommerville, 2011).

System enhancement

The final architecture will be tested, deployed and maintained to minimize system unavailability
(Martin, 2021).

3.8 Feature Engineering on model development
On the feature engineering process, the author used visualizations charts in order to understand
how each variable contributed to the model’s decisions. The following charts are used.

Using matplotlib

Below is bar chart of total number of loans defaulted versus none defaulted.

80000
F0O000 H
G60000

50000 H

Count

40000

30000 H

20000

10000

Did not default Defaulted
Loan Status

Figure 3.9: Bar chart showing total number of loans defaulted vs none defaulted
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This bar chart clearly shows that more loans were not defaulted compared to those that were
defaulted. The significant class imbalance highlights that most applicants in the dataset were good
payers.

Pie Chart

The author visualizes the percentage of those who defaulted versus those who didn't. The flag
autopct to add the percentage and specify the decimal floating-point number.

Did not default

Defaulted

Figure 3.10: Pie chart showing the percentage of defaulted vs none defaulted

It complements the bar chart by visually confirming that the majority of applicants did not default,
possibly over 70%.

Using seaborn

Categories by gender

30000

25000

20000 -

ount

10000 +

5000

female other male
gender

Figure 3.11: Loan approval rate by gender
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This graph shows the loan approval distribution across gender categories. Male applicants had the
highest approval rate, followed by female applicants, while 'Other' (non-binary or unspecified
gender) entries if present were minimal or underrepresented. This visual trend suggests that gender
may have an influence on loan decisions, though further fairness evaluation is necessary to ensure
unbiased model prediction.

Categories by marital status

married single divorced unspecified
marital_status

Figure 3.12: Loan approval rate by marital status

Married applicants showed a higher approval rate than single applicants, suggesting that marital
status is a predictive feature in loan assessment. This could be due to perceived financial stability
or dual-income potential often associated with married individuals. However, it's important to
ensure that this feature does not unfairly disadvantage single applicants, especially if unrelated to
financial capacity.
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Figure 3.13: Scatterplot showing correlation variables involved

The above displays a scatterplot comparing marital status with the number of defaults across loan
applicants. The plot reveals that the majority of applicants across all marital categories did not
default, with only a single default observed among married individuals. No default cases were
recorded for single, divorced, or unspecified statuses. This visualization suggests that marital status
alone does not show a strong correlation with loan default behavior and is not a dominant factor
in predicting default risk. However, it may contribute to prediction accuracy when evaluated
alongside other variables.

3.9 Interface Designs

Malvik (2020) defines interface design as the perspective that users will be given and interact with
through inputs to the computer, which can include buttons, typefaces, icons, and text inputs.
Interface design makes sure that the interface provides a better experience without making system
use more challenging overall by looking at the screens that allow users to accomplish tasks they
may need to complete within the system. In order to create software that is easy to use and doesn't
confuse users, user interface design is therefore essential. The proposed loan eligibility prediction
system aims to provide an easy-to-use interface for all parties involved, enabling them to
accomplish their tasks efficiently and effectively. It's important to keep in mind the design.

3.9.1 Menu Design

A group of options that assist users in navigating to various areas of a system to obtain the
information they require is referred to as menu design. According to Tozzi (2021), the menu serves
as a navigation hub linking all of the accessible pages or views and is typically found in the top
bar of the program interface. Links protected by authentication procedures may also be displayed,
along with content pertinent to the current user interface. For example, the system will direct the
user to the login page if they attempt to access a protected page, like the application dashboard,
without first logging in.

3.9.2 Main menu

This menu shows the option links to all the system sections. At the web application landing page,
it offers a standardized list of navigation options and might also have more extensive drop-down
options.
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LoanEligibilityPro Home v Log In Create Account

We Provide Services That
You Can

Access to a lot of features that can enhance your daily experiences. Efficient loan management and
with an advantage of getting loans in multiple currencies. Get a loan in any of the desired currencies.
Don't wait Signup and create and account today. It's easy and fast

Get Started Leamn More Tap / Insert / Swipe

Your Card

USD Account ZWG Loan Visit Our Branches

Quick Account Registration Quick Account Registration Opening Hours

Easily creale account and get a USD loan and Got an emergency or business deal and want Monday - Friday 8.00-15.30
start transacting today without any hustie 1o transact with local currency? Get a Quick Saturday 8.00-11.00
loan, Hustle free and begin transacting. Sundays Closed
REGISTER —
REGISTER —

Figure 3.14: Main menu

3.10 Input Design

The process entails transforming user input into a computer-understandable format. It collects
error-free user input and send it to the appropriate computer functions with the logic to change the
received data. When the data gathered matches the data types specified by the storage, validation
checks should be performed. It is also crucial to make sure that all of the proposed system's form
inputs are simple, within the parameters of their design, and enable users to perform only the tasks
they need to. Additionally, they should provide a brief description of the input labor and be
appropriately colored.

The system's input screens are as follows:

3.10.1 Signup and Sign in Forms

The purpose of these forms is authentication. Signing up is the first step for both clients and
businesses, and the credentials are stored in the system. Once the credentials have been saved, they
can both log in to the system to access features like client registration.




B213025B

NSS App | Create Account

Username Title

--------- L
First name Last name
Other names Gender

--------- L
Email address Date Of Birth

dd/mm/yyyy

Nationality Password

Password confirmation

Create Account

Forgot password? | Already have an account? Sign In here

Figure 3.15: signup form
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LoanEligibilityPro | Sign in

Usemame

Password

Forgot password? | Don't have an account? Signup here

Figure 3.16: sign in form

3.11 Summary

This chapter introduced a summary of the methodological strategy adopted in developing a loan
eligibility forecasting system using machine learning techniques. The use of interviews,
observations, and surveys made it possible for the researcher to gather relevant system
requirements from real situations, while technical implementation of the model was made possible
using tools like Python, Jupyter Notebook, Django, and SQLite. Moreover, the chapter covered
functional and non-functional requirements, system design through UML diagrams, as well as user
interface issues to enable usability by users of all levels. The inclusion of the Agile development
model enabled iterative refinement of the system through user input, whereby the end solution is
correct and user-friendly. The methodology in general presented a good base for creating a smart,
data-based loan eligibility forecasting system to enable decision-making in financial institutions.
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CHAPTER 4: DATA PRESENTATION, ANALY SIS AND INTERPRETATION

4.1 Introduction

In creating a Loan Eligibility Prediction System, the act of representing data, analysing data, and
making interpretations of data is an important function that impacts the usability and accuracy of
the prediction results. This section, elaborated below, is dedicated to describing the process and
outputs from the exploratory data analysis (EDA) stage of the inquiry up until the model building
process. The dataset was subject to an exploratory data analysis (EDA) exercise with five machine
learning models we chose specifically to leverage the strengths of to identify patterns, isolate
anomalies, and quantify feature significance - the model fit assisted in discerning which features
are influential in making loan approvals and how much influence, so at this early stage we were
setting the stage for the predictive modelling stage. After we had moved past EDA, we drew upon
logistic regression and linear regression as our models to functionally predict loan eligibility.
Logistic regression was relevant because it is a binary classifier that allowed us to predict loan
eligibility at a fundamental level with an "approved" or "not approved" classification and linear
regression was useful to examine the relationship between its quantitative variables of applicant
income, loan amount, and credit history.

4.2 Testing

Testing is a sort of analysis carried out against a system to make sure it performs precisely as
intended and that all errors are verified prior to deployment, according to Yasar (2022). Since the
main goal of testing is to provide usable systems, we can verify and validate the system by
conducting system tests, which allows the software engineer to address any issues. Through
testing, we can find system flaws, enhance quality, win over customers, and fix any software
vulnerabilities that could pose a risk or allow cyberattacks.

The suggested system can be tested at the following levels:

4.2.1 Unit testing

This kind of testing is carried out against every single software component with the goal of making
sure that each unit of code or component functions as intended (Yasar, 2022). The developer must
test each component separately in order to create test cases that can verify the dependability of the
tested code units. By testing separate software components, we can lower the likelihood of errors
occurring during the merging process
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est_intentional_fail)

Figure 4.2: successful unit testing

4.2.2 Integration Testing

System components are combined to ensure that they are working as intended (Martin,2017). We
can identify all data flow flaws during integration testing when module components are interfaced,
allowing us to promptly address problems in their early stages.
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Figure 4.3 Integration testing

4.2.3 Black box testing

A popular technique in software testing is called "black-box" testing, in which the tester is not
aware of the internal organization, architecture, or operation of the system under test. The goal is
to test the solution’s response (the resulting output) through evaluating the input and input behavior
to see if it meets specifications or expectations (Jazayeri & Alfayez, 2022). Black-box testing is
useful in developing systems like Loan Eligibility Prediction, in which models like Linear
Regression and Logistic Regression are employed. The tester provides combinations of inputs,
such as: income (amount), credit history (good, fair, poor), and employment status (employed,
unemployed, retired), to ascertain cases where the test entity assigns users to be "Eligible" or "Not
Eligible" based on rules or predictions that are predefined (Mahmood et al., 2021). Black-box
testing is a practical method to test for functional errors, missing requirements, and user interface
discrepancies, and should be considered during system-level and acceptance testing. Because the
tester doesn’t need to understand the code behind the systems, their testing promotes user
perspectives for verification (Patel & Sharma, 2020). For instance, an eligible loan application
should yield an outcome of “Eligible” if it has a high-income category and good credit history; any
outcomes that differ from the expectation indicate some level of error in the systems’ model or
logic.
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Loan Application(s) Count: 10

First Name Last Name Loan Amount Loan Status
Isaac Rongoti 500.00 Legible
Juliet Doka 1000.00 llagible
Shing Nyarmandu 40000 Legible

Figure 4.4: showing list of loan applications approved and declined

Home Help/FAQ  (lLogged In User : IRongoti ) . +263 788306991

LoanEligibilityPro Home v Apply My Applications  Change Password Logout

Application Detail

FirstName: Isaac LastName: Rongoti
Age: 24 Date Of Birth: Jan. 1, 2001
Nationality: Zimbabwe Salary:1000.00

Loan Amount: 500.00 Loan Type: LONG_TERM
Loan Interest Rate: 0.15 Loan Status: Legible

Legible and the repayments would be as follows:
Monthly Payment: § 32.83 Total Repayment: § 558.11

Get A Loan Today

Figure 4.5: legible loan application

Action

View

View

& julietdoka
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Home Help/FAQ (Logged In User: JDoka )

LoanEligibilityPro

Change Password

L. +263 788306991 = julietdo

Home ~ Customer Applications Apply My Applications

Logout

Application Detail

FirstName: Juliet

Age: 25

Nationality: Zimbabwe
Loan Amount: 1000.00

Loan Interest Rate: 0.15

Figure 4.6: declined loan application

Home Help/FAQ (Logged In User : TMajoni )

LoanEligibilityPro Home v Apply

LastName: Doka

Date Of Birth: Nov. 3, 2000
Salary: 500.00

Loan Type: LONG_TERM
Loan Status: llegible

Get A Loan Today

. +263 788306991

My Applications Change Password Logout

Application Detail

FirstName: Trish

Age: 24

Nationality: Zimbabwe
Loan Amount: 500.00
Loan Interest Rate: 0.15

LastName: Majoni

Date Of Birth: Jan. 1, 2001
Salary: 2000.00

Loan Type: LONG_TERM
Loan Status: Legible

Legible and the repayments would be as follows:

Monthly Payment: $ 32.83

Total Repayment: $ 558.11

Get A Loan Today

= julietdoka

Figure:7 Legible loan application after changing loan default number and outstanding balance
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The result below reflects that the user already had an existing debt of $1500 that is 75% of the
salary, number of defaults is also high and she adds $500 which pushed the total debt to $2000,
that is 100% of her salary. Again, the user has high debt-to-income-ratio left no room for cash flow
flexibility.

Home Help/FAQ  (Logged In User : TMajoni ) . +263 788306991 &= julietdoka

EligibilityPro Home v Apply My Applications Change Password Logout

Application Detail

FirstName: Trish LastName: Majoni
Age: 24

Nationality: Zimbabwe S "y 00

an Amount: 500.00 )l 2. SHORT _TERM

Loan Interest Rate: 0.12 Loan Status: lllegible

Get A Loan Today

Figure 8: Illegible loan application after changing loan default number and outstanding balance

4.2.4 Whitebox testing

White-box testing, also known as structural or transparent-box testing, differs from black-box
testing in that it looks at a software application's core logic and components rather to only its
external behaviour (Wikipedia, 2024). To make sure that the logic functions as intended, it entails
testing the actual code, including branches, loops, and paths (Sharma & Kumar, 2021). In systems
like a Loan Eligibility Prediction System, which might use Linear and Logistic Regression models,
white-box testing helps verify that the model integration, data preprocessing, and decision rules
within the code function correctly. For example, developers might check whether all conditions in
a series of "if/else’ statements are covered, or whether a loan eligibility threshold is correctly
applied (e.g., applicants with a score below 600 should not qualify). White-box testing is typically
done by developers because it requires knowledge of the codebase. It often includes techniques
such as code coverage analysis, path testing, and unit-level validation to ensure that every possible
scenario in the logic is tested (Ali et al., 2022).
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Current File ~

login.html 1 = loan_elig

Figure 4.15.0: code snippet on user creation and template rendering
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Figure 4.15.1: code snippet for EMI calculation

4.3 Evaluation measure and results

To assess the performance the logistic regression model used in this project, several standard
evaluation metrics were applied. These metrics help determine how well the model can distinguish
between eligible and ineligible loan applicants. The following confusion matrix summarizes the
result:
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True Label
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Figure 4.16: Confusion matrix before hyper tuning
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Figure4.17: Classification Report before hyper tuning
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Normalized Confusion Matrix
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Figure4.18 Confusion matrix after hyper tuning

Classification Report:

precision recall fl-score

2 8.85 a.17 e.28

1 B.87 @.99 .93

ACCUracy a.87
Macro avg B.86 @.58 a2.61
weighted avg e.87 @8.87 e.84
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Metric Class Before Tuning After Tuning

Precision o0 0.74 0.85
Precision 1 0.87 0.87
Recall 0 0.14 0.17
Recall 1 0.99 0.99
Fl-score 0 0.23 0.28
Fl-score 1 0.93 0.93
Accuracy - 0.87 0.87
Pacro avg F1 - 0.58 0.6l
Weighted avg F1 - 0.82 0.84

Figure: Table showing before and after hyper tuning
Before Hyperparameter Tuning:

On class 1 (the majority class), the model exhibits excellent performance, with high F1-score
(0.93), precision (0.87), and recall (0.99). Class 1 (the majority class) is where the model excels,
with excellent precision (0.87), recall (0.99), and F1-score (0.93). A lack of class balance is shown
by low macro averages (macro F1: 0.58).

After Hyperparameter Tuning:

Class 0 precision substantially increases (from 0.74 to 0.85). Although it still stays low, class 0
recall somewhat improves (from 0.14 to 0.17). Fl-score for class 0 increases (from 0.23 to 0.28),
showing better, but still limited, performance on this class. Class 1 metrics don't change, suggesting
that majority class performance hasn't decreased. Macro and weighted averages improve (macro
F1: 0.61, weighted F1: 0.84), indicating a more balanced model. Overall accuracy remains the
same (0.87), as reflected in the 1.3% model improvement noted.

4.4 Summary of research findings

After completing the hyperparameter tuning of the Logistic Regression model, the system attained
an overall accuracy of 87% with strong predictive performance for loans approved (class 1) based
on its precision of 0.87, recall of 0.99, and F1-score of 0.93. The model did not perform nearly as
well predicting loans rejected (class 0), with recall (0.17) and F1-score (0.28) showing high rates
of False Negatives. The macro average F1-score (0.61) and weighted-average (0.84) overall F1-
scores suggest the model was proficient in handling the class imbalance that exists in its prediction
performance. Nevertheless, the model accuracy showed a noticeable 1.30% improvement after the
hyperparameter tuning phase, indicating a meaningful improvement in the model's predictive
performance. The results imply that while the LR model is competent in predicting loans approved,
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pathways such as resampling and/or cost-sensitive learning, could be taken to improve loans
rejected detection.

4.5 Conclusion

This chapter presented, analyzed, and interpreted the collected loan application data in order to
discover meaning and value, as well as to understand the predictive model's effectiveness.
Specifically, we took the dataset and preprocessed it by removing null values, encoding categorical
variables, selecting features and ensuring it was a solid set of data quality for modelling phase.
The model was trained by using logistic regression, and was evaluated using an 80:20 train-test
split, in this case, we redeployed a new predictive model to understand eligibility based on the loan
data collected. We evaluated the performance of the model on the predicted outcomes and on the
test set, which the model predicted loan eligibility reality compared to the results of applicants
estimated eligibility, the findings confirmed the model performed acceptably. The features that
were indicated as relevant in this dataset were income level, loan amount, and employment status,
which indicated to be of significant importance relative importance in eligibility, decision
processing, to outcomes passed or not passed. The overall findings confirmed the use of the logistic
model was an acceptable fit for binary classification outcomes, eligibility pertaining to the data
collected in this thesis. This illustrated an overall sense as we move into chapter 6 to make key
conclusions, recommended action, and proposed improvements to either the model or the data
collected in the future.
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CHAPTER 5: CONCLUSION AND RECOMMENDATIONS

5.1 Introduction

Towards the end of the chapter, the writer wants to reflect on all that we have achieved, from initial
aspirations to developing and evaluating a loan eligibility prediction system. The discussion will
focus on some of the key goals set out at the beginning, and reflect on how they were achieved.
The author will discuss the main findings of the project, what those findings mean beyond the
research, and if/when they can be useful for financial institutions that seek to make fast and fair
loan decisions. With the lessons learned in the course of the project, the researcher will offer some
recommendations, both to improve the existing system, or forward for people who may wish to
further build on this research when they have the opportunity. The discussion would be an
appropriate end for the research journey, reflecting on what has been achieved, and what will come
next.

5.2 Aims and objectives realization

The overall objective of the study was to create and validate a predictive model using machine
learning algorithms to help identify if a loan applicant is eligible or not. With an analysis of
applicant data, history of finance and creditworthiness, the system aimed to make approving a loan
more efficient and effective. While the model went well in achieving the goal, the target was
accomplished only partially. The researcher was also able to accomplish the pre-defined goals. The
Django application was designed, in which the users were able to input loan application details
and get real-time eligibility feedback. The data processing, model prediction and the usability of
the interface were validated.

5.3 Conclusion

For binary classification problems like loan approval decisions, logistic regression is a powerful
and comprehensible machine learning algorithm, according to the development of the loan
eligibility prediction system. The model performed effectively after thorough data preprocessing
that was critical to its performance. Integration of the system into a simple-to-use Django web
application enabled real time, automated prediction and rendered it a valuable tool for financial
institutions. Overall, the project proved that machine learning could accurately aid and automate
the loan approval process.

5.4 Recommendations

* Make use of more models for example random forest and Gradient Boost to enhance
performance.

* Add visual explanations like SHAP values to help users understand the reasoning behind
predictions.

* Implement strong encryption and data privacy mechanisms, especially since the system
deals with sensitive financial data.

* Collaborate with financial institutions to test the system on real application data for further
validation.
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5.5 Future work

Although this project succeeded in developing a machine learning driven loan eligibility
prediction system using logistic regression, there are many areas to contribute and improve upon
in the system for later versions. One of these areas is incorporating an external credit check module
that allows the system to check automatically whether or not a user has more than three active or
pending loans from other financial institutions. This would be done by connecting the system to
national or regional databases or credit bureaus to gather up-to-date credit information about
applicants. In this way, the system would not rely on user-provided data but also validate against
the applicant's overall debt exposure providing a better risk assessment. Secondly, adding a loan
repayment module where authenticated users can pay back directly within the system using several
payment options. Expanding the system to include loan repayment history tracking, risk score over
aperiod of time and user feedback build-up would help support broader financial services. It would
add convenience to users and ease loan recovery processes to financial institutions.

5.6 Challenges faced

One of the primary obstacles faced by the researcher was obtaining relevant data. Gaining access
to real-world loan application records from financial institutions proved to be quite difficult,
largely because of stringent confidentiality and privacy regulations. Consequently, the researcher
was limited to using publicly available or anonymized datasets. Unfortunately, these do not always
include the full complexity and sophistication involved in actual loan applications.

Time constraints also posed a significant challenge. The researcher had to contend with less-than-
adequate availability of live APIs such as those provided by payment gateways that restricted the
scope for incorporating advanced features, such as online repayment of loans, for example. Despite
these limitations, though, the project was able to achieve its core objectives and established a
comprehensive framework for potential future enhancements.
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