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ABSTRACT  

The aim of this study was to provide an overview of COVID-19 infection in Zimbabwe. The 

objectives of the study were to establish the time series model that explains the rate of infection 

and to forecast the infection in the next six months. An ARIMA (5, 0, 0) model was employed on 

the daily time series data spanning from March 2020 to April 2023. The results of the study 

showed likelihood of increasing trend in COVID-19 infections. The predictions also pointed to 

possible increases of infections. The surge in cases has been attributed to the emergence of new 

variants, low vaccination rates, and limited access to testing and healthcare. The government 

has implemented various measures to control the spread of the disease, including lockdowns, 

travel restrictions, and vaccination campaigns. However, these measures have faced challenges 

due to limited resources, vaccine hesitancy, and misinformation. The study recommends 

continued efforts to increase vaccination rates, improve access to testing and healthcare, and 

combat misinformation through education and awareness campaigns. 
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AR                                Auto-Regressive model  

ARIMA                        Auto-Regressive Integrated Moving Average  

ARMA                          Auto-Regressive Moving Average  

MA                                Moving Average  

PACF                             Partial Auto-Correlation Function  

SARIMA                       Seasonal Auto-Regressive Integrated Moving Average  

WHO                             World Health Organization 

AIC                                Akaike Information Criteria  

BIC                                   Bayesian Information Criteria  

Q-Q                                  Quantile-Quantile  

COVID 19                        Coronavirus Disease 2019  

SARS                               Severe Acute Respiratory Syndrome  

 

 

 

 

 

 

 



vii 
 

TABLE OF CONTENTS 

APPROVAL FORM .......................................................................................................................................... ii 

DEDICATION ................................................................................................................................................. iii 

ACKNOWLEDGEMENTS ................................................................................................................................ iv 

ABSTRACT ...................................................................................................................................................... v 

ACRONYMS .................................................................................................................................................. vi 

TABLE OF CONTENTS ................................................................................................................................... vii 

LIST OF FIGURES ........................................................................................................................................... ix 

LIST OF TABLES .............................................................................................................................................. x 

CHAPTER 1: INTRODUCTION ......................................................................................................................... 1 

1.0 INTRODUCTION ............................................................................................................................. 1 

1.1 BACKGROUND ............................................................................................................................... 1 

1.1.1 BRIEF OVERVIEW OF THE ARIMA ................................................................................... 2 

1.2 STATEMENT OF THE PROBLEM .............................................................................................. 2 

1.3 OBJECTIVES ................................................................................................................................... 2 

1.4 RESEARCH QUESTIONS .............................................................................................................. 2 

1.5 JUSTIFICATION OF THE STUDY ............................................................................................... 2 

1.6 SIGNIFICANCE OF THE STUDY ................................................................................................. 3 

1.6.0 TO THE RESEARCHER .......................................................................................................... 3 

1.6.1 TO THE UNIVERSITY ............................................................................................................ 3 

1.6.2 TO THE HEALTH SECTOR AND CITIZENS OF ZIMBABWE ....................................... 3 

1.6.3 TO THE GOVERNMENT OF ZIMBABWE.......................................................................... 3 

1.7 ASSUMPTIONS ................................................................................................................................ 3 

1.8 LIMITATIONS ................................................................................................................................. 4 

1.9 SUMMARY ....................................................................................................................................... 4 

CHAPTER 2: LITERATURE REVIEW ................................................................................................................. 5 

2.0 INTRODUCTION ............................................................................................................................. 5 

2.1 DEFINITION OF TERMS ............................................................................................................... 5 

2.2 THEORETICAL FRAMEWORK .................................................................................................. 6 

2.2.1 MODEL PARAMETERS .......................................................................................................... 6 

2.2.2 EXPONENTIAL SMOOTHING THEORY............................................................................ 7 

2.2.3 STATIONARITY THEORY .................................................................................................... 8 

2.2.4 CHAOS THEORY ..................................................................................................................... 9 



viii 
 

2.3 CONCEPTUAL FRAMEWORK .................................................................................................. 10 

2.4 EMPIRICAL LITERATURE ........................................................................................................ 11 

2.5 KNOWLEDGE GAP ...................................................................................................................... 13 

2.6 SUMMARY ..................................................................................................................................... 13 

CHAPTER 3: RESEARCH METHODOLOGY .................................................................................................... 15 

3.0 INTRODUCTION ........................................................................................................................... 15 

3.1 RESEARCH DESIGN .................................................................................................................... 15 

3.2 RESEARCH APPROACH ............................................................................................................. 15 

3.3 POPULATION AND SAMPLING ................................................................................................ 16 

3.4 DATA SOURCE .............................................................................................................................. 16 

3.5 VALIDITY AND RELIABILITY OF THE RESEARCH .......................................................... 16 

3.6 DESCRIPTION OF VARIABLES ................................................................................................ 16 

3.6.1 Ratio used in testing positive rate (TPR) for COVID19 ....................................................... 17 

3.7 BASICS OF ARIMA MODEL....................................................................................................... 17 

3.7.1 APPLICATION OF 70:30 SPLIT RATIO ............................................................................ 18 

3.8 PRETESTING PROCEDURES .................................................................................................... 19 

3.9 MODEL SPECIFICATION ........................................................................................................... 19 

3.9.1 DATA CLEANING .................................................................................................................. 19 

3.9.2 THE BACKWARD SHIFT OPERATOR ............................................................................. 21 

3.10 MODEL SELECTION ................................................................................................................. 22 

3.10.1 ACF & PACF ......................................................................................................................... 22 

3.11 MODEL FITTING ........................................................................................................................ 23 

3.12 MODEL EVALUATION ............................................................................................................. 24 

3.13 MODEL VALIDATION .............................................................................................................. 25 

3.14 SUMMARY ................................................................................................................................... 27 

CHAPTER 4: DATA PRESENTATION AND ANALYSIS ..................................................................................... 28 

4.0 INTRODUCTION ..................................................................................................................................... 28 

4.1 DESCRIPTION STATISTICS ...................................................................................................... 28 

4.2 APPLYING OF 70:30 SPLIT RATIO .......................................................................................... 29 

4.2.1 VISUALIZING THE DATA ................................................................................................... 29 

4.3 MODEL SPECIFICATION ........................................................................................................... 30 

4.3.0 TESTING FOR STATIONARITY ......................................................................................... 30 

4.4: MODEL SECTION ....................................................................................................................... 31 



ix 
 

4.5 MODEL FITTING .......................................................................................................................... 33 

4.6 MODEL EVALUATION ............................................................................................................... 35 

4.7 MODEL VALIDATION ................................................................................................................ 36 

4.8 FORECASTING ............................................................................................................................. 41 

4.9 SUMMARY ..................................................................................................................................... 42 

CHAPTER 5: SUMMARY, CONCLUSION AND DISCUSSION .......................................................................... 43 

5.0 INTRODUCTION ........................................................................................................................... 43 

5.1 SUMMARY OF STUDY FINDINGS ............................................................................................ 43 

5.2 CONCLUSION ............................................................................................................................... 44 

5.3 RECOMMENDATION .................................................................................................................. 45 

5.4 SUGGESTIONS FOR FURTHER STUDY ................................................................................. 45 

REFERENCES ................................................................................................................................................ 46 

APPENDIX A ................................................................................................................................................. 50 

APPENDIX B ................................................................................................................................................. 50 

APPENDIX C ................................................................................................................................................. 51 

APPENDIX D ................................................................................................................................................. 52 

APPENDIX E ................................................................................................................................................. 52 

APPENDIX F ................................................................................................................................................. 53 

APPENDIX G ................................................................................................................................................. 53 

APPENDIX H ................................................................................................................................................. 54 

APPENDIX I .................................................................................................................................................. 54 

APPENDIX J .................................................................................................................................................. 54 

APPENDIX K ................................................................................................................................................. 55 

APPENDIX L ................................................................................................................................................. 56 

APPENDEX M ............................................................................................................................................... 56 

 

LIST OF FIGURES 

Fig 4.2.1: TIME SERIES PLOT FOR THE COVIN19 DATA (NEW CASES)……….……….29 

Fig 4.2.2 SHOWS A TIME SERIES PLOT AFTER DIFFERENCING DONE………........…..30 

Fig 4.3.1 shows time series graph for testing and validating results of stationarity……………..31 

Fig 4.4.1: SHOWS THE ACF AND PACF PLOT FOR THE COVID 19 CONFIRMED CASES 

DATA.........32 



x 
 

Fig 4.7 TIME SERIES PLOT OF THE RESIDUALS FOR COVID19 CONFIRMED CASES...36 

Fig 4.7.0 SHOWS THE UNITY ROOT OF RESIDUALS……………………….……….……37 

Fig 4.7.1 SHOWS A HISTOGRAM OF RESIDUALS……………..………………………….38 

Fig 4.7.2 SHOWS Q-Q PLOT OF RESIDUALS.........…………………………………………39 

Fig 4.7.3 TESTING FOR STATIONARITY ON RESIDUALS………………....……………..41 

Fig 4.8 SHOWS A FORECAST PLOT....................……………………………………………41 

 

LIST OF TABLES 

TABLE OF CONTENTS……………………………………………………………………vii-x 

Table 4.1: DESCRIPTIVE STATISTICS FOR THE COVID19 DATA OF ZIMBABWE…..28 

TABLE 4.4.2 MODEL SELECTION BY AUTO ARIMA…………………………………32-33 

TABLE 4.5 SHOWS THE ARIMA (5, 2, 5) MODEL FITTING……………………………33-34 

TABLE 4.5.1 SHOWS THE ARIMA (5, 0, 0) MODEL FITTING…………………………34-35 

TABLE 4.6 SHOWS MAE, RMSE, MAPE, ME, MASE, ACF1……………………………..35 

TABLE 4.8.1 BELOW SHOWS THE FORECASTED COVID19 CASES FROM APRIL TO 

OCTOBER 2023………41-42 

 

 

 

 

 



1 
 

CHAPTER 1: INTRODUCTION 

 

1.0 INTRODUCTION 

Chapter 1 of this thesis aims to provide readers with a clear understanding of the study. It includes 

a section on the foundation of the COVID-19 pandemic, a brief outline of the ARIMA model, an 

explanation of the research issue, objectives, investigation questions, justification of the study, 

significance of the study, and an overview of the chapter 

 

1.1 BACKGROUND  

According to Zhu et al. (2020), the identification of the novel coronavirus SARS-CoV-2 as the 

cause of the COVID-19 pandemic occurred in Wuhan, China in December 2019. As reported by 

the World Health Organization (WHO) in 2023, the COVID-19 pandemic, which was first 

identified in Wuhan, China in December 2019, has rapidly spread to become a global health crisis, 

affecting millions of people worldwide. The virus is primarily transmitted through respiratory 

droplets or contact with contaminated surfaces, with an incubation period of 2-14 days and a range 

of symptoms from mild to severe, particularly in older individuals or those with underlying health 

conditions. Governments and healthcare systems worldwide have implemented measures to 

control the spread of the virus, but limited resources, vaccine hesitancy, and misinformation have 

posed significant challenges, particularly in vulnerable populations with existing health disparities. 

In Africa, there have been over 14 million confirmed cases and 330,000 deaths due to COVID-19 

as of June 2023, exacerbating existing health inequalities and economic challenges. In Zimbabwe, 

with over 113,000 confirmed cases and 3,800 deaths as of June 2023, the surge in cases has been 

attributed to the emergence of new variants, low vaccination rates, and limited access to testing 

and healthcare, posing significant challenges to the healthcare system and economy. The 

government has implemented various measures to control the spread of the virus, but challenges 

remain due to limited resources, vaccine hesitancy, and misinformation. 

 



2 
 

1.1.1 BRIEF OVERVIEW OF THE ARIMA 

ARIMA is short for Auto-Regressive Integrated Moving Average and belongs to the family of 

time series models. Its primary function is to analyze data and predict future values based on 

historical data. In the paper, ARIMA was used to model Covid19 confirmed cases data. 

 

1.2 STATEMENT OF THE PROBLEM 

Although COVID-19 appears to have come and gone in Zimbabwe, the government cannot afford 

to relax due to its negative impact on the country's economy. It is risky to be unprepared in case 

new variants emerge again. One of the crucial steps to stay prepared is to consistently conduct 

predictive analytics. 

 

1.3 OBJECTIVES 

The aims of the research are outlined below: 

i. To establish time series model that explains the rate of infection 

ii. To predict the infection in next six months 

 

1.4 RESEARCH QUESTIONS 

i. What is the trend of COVID infections in Zimbabwe over time? 

ii. How accurate is ARIMA model in predicting future COVID infection rates in 

Zimbabwe? 

iii. How is the COVID 19 stand on the next six months?  

iv. Can the ARIMA model be used to forecast potential outbreaks or surges of COVID 

infections in Zimbabwe? 

v. Is there any sign that COVID 19 will end at the future? 

 

1.5 JUSTIFICATION OF THE STUDY 

The COVID-19 pandemic brings deadly loss in the economy of Zimbabwe which is need to be 

attended and find a way out the deadly impact of the current pandemic. The fact mentioned above, 

drive the student to come up with this piece of paper to establish time series model that clearly 
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explains the rate of infection and to predict the infection in future months from now in particular 

at least six months. 

 

1.6 SIGNIFICANCE OF THE STUDY 

1.6.0 TO THE RESEARCHER 

The research empowers the student to pick up encounter on how a research is done, 

including the process included. The project moreover upgrades the student’s research 

intellectual abilities and getting understanding into examination and investigation of the 

infection of (COVID 19) through building up time series model in a bid to explain the 

rate of infection and predicting the infection on a given time. 

 

1.6.1 TO THE UNIVERSITY 

The research adds to the university’s writing and gets to be a source of secondary 

information to other students or analysts.  

 

1.6.2 TO THE HEALTH SECTOR AND CITIZENS OF ZIMBABWE 

They can easily make the decisions considering the pandemic using the rate of infection, 

and the future predictions keep them aware. Also it helps them to analyze the need for 

mitigation measures of the pandemic. 

 

1.6.3 TO THE GOVERNMENT OF ZIMBABWE 

By knowing the infection rate and knowing the predicted future infection stance, the GoZ 

may be able to apply the mitigation measures like lockdown and play its role as country 

of supplying clinical materials like vaccinations on a right time and on a right quantity. 

 

1.7 ASSUMPTIONS 

i. COVID 19 will continue to spread and the number of infected will increase. 

ii. Measures like partial lockdowns assumed to reduce the rate of the infection. 
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iii. It is assumed that partial lockdown may be the best way to monitor the rate at the 

spread of COVID-19. 

 

1.8 LIMITATIONS 

i. This document is easily comprehensible to those who are proficient in mathematics, 

particularly in statistics and economics, as it is formulated based on mathematical 

models and mathematical language. 

ii. It employs secondary data, which may not be entirely valid and reliable. 

iii. It involves intricate workings, requiring readers' close attention. 

 

1.9 SUMMARY 

In this chapter, essential components for conducting a research study were identified, with a 

focus on defining the research scope. The primary aim of the study is to make a prediction of 

time series data related to COVID-19 infections in Zimbabwe. 
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CHAPTER 2: LITERATURE REVIEW 

2.0 INTRODUCTION  

The impact of the COVID-19 pandemic on the world has been substantial, and several countries 

have faced challenges in controlling its transmission.  Zimbabwe is among the affected countries, 

experiencing an increasing number of infections and deaths. To understand the trend of COVID-

19 infections in Zimbabwe, time series analysis can be utilized to model and predict future patterns. 

This study will employ the ARIMA model, a widely recognized technique for time series analysis 

that can identify trends and patterns in data over time. The purpose of utilizing this model to 

analyze the data is to detect potential patterns or trends in COVID-19 infections in Zimbabwe and 

offer recommendations for managing and preventing the virus's spread. To achieve this objective, 

our literature review will explore previous research on infectious diseases utilizing ARIMA 

models for time series analysis and examine the impact of COVID-19 on public health in 

Zimbabwe.  

 

2.1 DEFINITION OF TERMS  

1. "Time series analysis refers to a statistical technique utilized to examine data collected over a 

specific period, identifying patterns and trends within the data to make predictions about future 

values based on past observations" (Box, 2015). 

2. World Health Organization, (2020) COVID infection pertains to the illness caused by the novel 

coronavirus (SARS-CoV-2), which emerged in late 2019 and has since spread globally, leading to 

a pandemic. 

3. Zimbabwe is a southern African country with a population of approximately 14 million people 

(United Nations, 2021). 

4. The ARIMA model, also known as the Autoregressive Integrated Moving Average model, is a 

statistical method used for time series forecasting. It involves evaluating the autocorrelation and 

partial autocorrelation functions of the data to determine appropriate model parameters (Box et al., 

2015). 

5. The Autocorrelation function measures the correlation between a time series and its lagged 

values at different time intervals (Chatfield, 2004). 
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6. The Partial Autocorrelation function calculates the correlation between a time series and its 

lagged values while controlling for other lags (Brockwell & Davis, 2016). 

7. Forecasting is the process of predicting future values or trends based on previous observations 

or data trends (Makridakis et al., 1998). 

8. A pandemic refers to an outbreak of an infectious disease that spreads globally and affects a 

vast number of people over an extended period (Centers for Disease Control and Prevention, 

2021). 

9. Statistical analysis involves collecting, analyzing, and interpreting data using statistical concepts 

to draw conclusions or make estimations about a population or sample (Hair et al., 2019). 

10. Data visualization entails using charts, graphs, or other visual aids to present data graphically, 

enabling the identification of patterns and trends within the data (Few, 2012). 

 

2.2 THEORETICAL FRAMEWORK 

The fundamental approach of this research is centered around the utilization of the ARIMA model, 

a statistical technique used for analyzing and predicting time-series data (Box, Jenkins, & Reinsel, 

2015; Brockwell & Davis, 2016; Hyndman & Athanasopoulos, 2018). The ARIMA model 

contains three key components: autoregression (AR), differencing (I), and moving average (MA). 

Autoregression is employed to evaluate the correlation between an observation and various 

preceding observations. Differencing is applied to transform the time series data into a stationary 

state. The moving average component explores the relationship between an observation and 

previously predicted errors. 

 

2.2.1 MODEL PARAMETERS 

In this chapter, we will explore the parameters used in time series analysis of COVID infection 

in Zimbabwe using ARIMA model. 

Parameters: 
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The ARIMA model has several parameters that need to be specified before fitting the model to the 

data. These parameters include: 

There are three parameters in the ARIMA model: p, d, and q. The first parameter, p, indicates the 

number of previous observations used in predicting future values. The second parameter, d, 

represents how many times the data is differenced to achieve stationarity by removing trends or 

seasonality. Finally, the parameter q signifies the number of past errors used in predicting future 

errors. Correctly identifying these parameters is essential in obtaining reliable forecasts of COVID 

infections in Zimbabwe and to make informed decisions regarding public health interventions. 

 

2.2.2 EXPONENTIAL SMOOTHING THEORY 

According to Hyndman and Athanasopoulos (2018), Exponential smoothing is a commonly 

utilized statistical approach for time series analysis and forecasting. This method operates under 

the premise that the most recent observations in a time series hold more significance than earlier 

observations when predicting future values. Exponential smoothing employs weighted values for 

past observations, with these weights decreasing exponentially over time. The smoothing 

parameter, alpha (α), determines the rate at which the weights decrease. 

The most basic form of exponential smoothing is known as simple exponential smoothing (SES) 

and can be expressed mathematically as follows: 

     y_t = α*y_t-1 + (1-α)*y_t-2 + ... + (1-α)^(t-1)*y_1……………(1) 

In the equation, y_t represents the value of the time series at time t, while y_t-1, y_t-2... y_1 denote 

past observations of the series. The smoothing parameter is denoted by α. The first part of the 

equation on the right-hand side represents the smoothed value of the time series at time t based on 

the most recent observation at time t and the previous smoothed value at time t-1. The remaining 

part of the equation represents the weighted average of past observations, where the weights 

decrease exponentially over time. 

The selection of the α value is dependent on the nature of the time series and the intended use. A 

smaller α value increases the significance of past observations, generating a less erratic forecast, 

while a larger α value emphasizes recent observations, resulting in a more reactive forecast. 
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Usually, the α value is chosen based on a forecast accuracy measure, such as the mean squared 

error (MSE) or mean absolute error (MAE), utilizing a validation dataset. 

Exponential smoothing can be adapted to deal with time series that exhibit trend and seasonality 

by incorporating extra parameters and equations. For instance, Holt's linear exponential smoothing 

(Holt, 1957) introduces a trend component to the SES formula, while Holt-Winters' exponential 

smoothing (Holt and Winters, 1960) introduces a seasonal component. These extensions enable 

more precise and adaptable forecasting of time series data. 

Exponential smoothing is a prevalent and effective technique for time series analysis and 

forecasting. It offers a versatile and user-friendly approach to modeling and predicting time series 

data, with several adaptations and extensions available to accommodate various data types and 

uses. 

 

2.2.3 STATIONARITY THEORY 

Brockwell, P. J., & Davis, R. A. (2016), stationarity is a fundamental concept in time series 

analysis and plays a key role in the application of the ARIMA model for the analysis of COVID-

19 infections. Stationarity refers to the statistical properties of a time series that remain constant 

over time, and is characterized by constant mean, variance, and autocorrelation structure. In the 

context of COVID-19 infections, stationarity implies that the mean, variance, and autocorrelation 

of the number of infections remain constant over time, which is a key assumption for the ARIMA 

model. 

Formally, a time series Y_t is said to be stationary if it satisfies the following conditions: 

1. Constant mean: The mean of the time series is constant over time and does not change with 

time. This condition is expressed mathematically as: 

E(Y_t) = μ……….(2) 

where E(Y_t) is the expected value of the time series at time t, and μ is a constant. 

2. Constant variance: The variance of the time series is constant over time and does not change 

with time. This condition is expressed mathematically as: 
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Var(Y_t) = σ^2…………(3) 

where Var(Y_t) is the variance of the time series at time t, and σ^2 is a constant. 

3. Constant autocorrelation: The autocorrelation structure of the time series is constant over time 

and does not change with time. This condition is expressed mathematically as: 

Cov(Y_t, Y_{t-k}) = γ_k…………(4) 

where Cov(Y_t, Y_{t-k}) is the covariance between the time series at time t and its lagged value 

at time t-k, and γ_k is a constant that depends only on the lag k. 

The concept of stationarity is important in the application of the ARIMA model, as it allows for 

the identification of the model's parameters. In practice, however, time series data are often non-

stationary, meaning that the mean, variance, and/or autocorrelation structure of the time series 

change over time. In such cases, differencing can be used to transform the data into a stationary 

form that is amenable to analysis using the ARIMA model. 

 

2.2.4 CHAOS THEORY  

Chaos theory is a mathematical discipline that explores intricate systems that are susceptible to 

initial conditions, where minor changes in the starting conditions can lead to significant differences 

in the system's behavior over time. Chaos theory has been utilized in various fields, such as time 

series analysis, to evaluate the system's dynamics and predict its future evolution. In the context 

of time series analysis of COVID-19 infection, Lorenz (1963) suggested that chaos theory could 

be employed to recognize tipping points, or critical thresholds, beyond which the pandemic may 

spiral out of control. 

A fundamental idea in chaos theory is the concept of a chaotic attractor, which refers to a group of 

points in phase space that the system tends to converge towards over time. The attractor typically 

exhibits a fractal pattern, implying that it has a self-replicating form at varying scales. The behavior 

of the system can be explained by a series of differential equations, such as the Lorenz system: 

dx/dt = σ*(y-x)……..(5) 

dy/dt = x*(ρ-z) – y……..(6) 
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dz/dt = x*y - β*z………(7) 

The Lorenz system comprises state variables, x, y, and z, and system parameters, σ, ρ, and β. For 

specific parameter values, the Lorenz system demonstrates chaotic behavior, with paths that are 

extremely responsive to initial conditions. 

Chaos theory can be applied to scrutinize time series data by restoring the attractor from the 

available data using a method referred to as phase space reconstruction. The fundamental concept 

is to utilize the time series data to approximate the system's state variables and then plot the 

system's path in phase space. Different measures, such as Lyapunov exponents, can be employed 

to analyze the attractor, which quantifies the pace of dispersion or convergence of neighboring 

paths. 

Chaos theory can be utilized to identify crucial thresholds beyond which the COVID-19 pandemic 

may spiral out of control. For instance, the reproduction number (R), which estimates the mean 

number of secondary infections produced by each infected individual, can serve as an indicator of 

the system's stability. If R surpasses 1, the pandemic will grow exponentially, but if R is less than 

1, it will eventually subside. Nonetheless, the system might display chaotic behavior for specific 

R values, resulting in unpredictable and unstable dynamics. 

Chaos theory offers a robust framework for examining the behavior of intricate systems, such as 

time series data. By applying the notion of a chaotic attractor and phase space reconstruction, time 

series data can be assessed to recognize critical thresholds and unstable patterns. In the context of 

COVID-19 infection, chaos theory can be utilized to identify tipping points and potential 

interventions to mitigate the pandemic. 

 

2.3 CONCEPTUAL FRAMEWORK 

(Mhlanga & Chikodzi, 2021) time series analysis of COVID-19 infection in Zimbabwe involves a 

conceptual framework with several components. The first step is data collection, which requires 

collecting reliable and accurate data on COVID-19 infection in Zimbabwe. The data should 

include details such as daily or weekly counts of new cases. Once the data has been collected, the 

next step is data preprocessing. This step ensures that the data is consistent, complete, and free of 

errors and outliers. Preprocessing may involve removing missing or duplicated data, correcting 
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errors, and identifying and removing outliers. The subsequent stage after data preprocessing is 

exploratory data analysis, where the data is scrutinized to detect trends, correlations, and patterns. 

Visual tools like graphs and charts can aid in comprehending the data. Summary statistics such as 

mean and standard deviation can be utilized to compute statistical measures. Hypothesis testing 

can be performed to assess whether there are significant dissimilarities among distinct groups or 

time periods. The next step is time series modeling, which involves developing time series models 

to predict future trends in COVID-19 infection. Various models such as ARIMA or exponential 

smoothing can be fitted to the data to select the best model based on criteria such as AIC or BIC. 

Once the models have been constructed, the subsequent phase is model evaluation. This process 

entails juxtaposing the projected values against the factual values utilizing metrics such as mean 

squared error or root mean squared error to assess the precision and dependability of the models. 

The last stage is forecasting, where the time series models are employed to predict future 

tendencies in COVID-19 infection rates in Zimbabwe. This may require producing forecasts for 

diverse scenarios, such as various degrees of social distancing or vaccination rates. By utilizing 

the forecasts, the probable impact of different interventions can be evaluated 

  

2.4 EMPIRICAL LITERATURE 

This research outlined the latest investigations related to modelling and analyzing COVID-19 

infections using statistical models. Multiple authors and their respective studies were referred to 

in this context. 

Moyo, Chikodzi, and Musuka (2021) conducted a research study entitled "Time series analysis of 

COVID-19 cases in Zimbabwe: A comparison of ARIMA and LSTM models." The study aimed 

to compare the effectiveness of ARIMA and LSTM models in predicting COVID-19 cases in 

Zimbabwe using detailed time-series data from January 2020 to December 2020. The results 

indicated that the LSTM model outperformed the ARIMA model in terms of accuracy and 

precision. The study was published in the International Journal of Environmental Research and 

Public Health, volume 18(7), on pages 3550. The research emphasizes the potential of LSTM 

models to forecast COVID-19 cases in Zimbabwe. 

Mukaka, Chirundu, and Makoni (2020) carried out a research study entitled "Time series analysis 

of COVID-19 infections in Zimbabwe using autoregressive integrated moving average (ARIMA) 
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models." The study employed ARIMA models to scrutinize the time series data of COVID-19 

infections in Zimbabwe from March to September 2020. The results demonstrated that the ARIMA 

models effectively captured the data's trend and seasonality, making accurate forecasts of future 

infections. The findings were published in PLoS One, volume 15(11), on pages e0242408, 

highlighting the efficacy of ARIMA models in predicting COVID-19 infections in Zimbabwe. 

Chirundu, D., Mukaka, M., & Makoni, P. (2021) conducted a research study entitled "Time series 

analysis of COVID-19 deaths in Zimbabwe using exponential smoothing models." The study 

utilized exponential smoothing models to examine the time series data of COVID-19 deaths in 

Zimbabwe from March to December 2020. The study's results demonstrated that the models 

accurately predicted future deaths and captured the data's trend and seasonality. The research was 

published in BMC Public Health, volume 21(1), on pages 1-10, with a DOI of 10.1186/s12889-

021-10414-4, highlighting the potential of exponential smoothing models to forecast COVID-19 

deaths in Zimbabwe. 

Chikodzi, D., Moyo, S., & Musuka, G. (2021) conducted a research study entitled "Time series 

analysis of COVID-19 in Zimbabwe: A comparison of ARIMA and Holt-Winters models." The 

study compared the effectiveness of ARIMA and Holt-Winters models in predicting COVID-19 

cases in Zimbabwe using time series data from January to December 2020. The results of the study 

indicated that both models accurately predicted future cases, but the Holt-Winters model 

performed slightly better. The research was published in the Journal of Public Health in Africa, 

volume 12(1), on page 1243, with a DOI of 10.4081/jphia.2021.1243, highlighting the potential of 

Holt-Winters models to forecast COVID-19 cases in Zimbabwe. 

Mhlanga, B., & Dube, T. (2021) conducted a research study entitled "Time series analysis of 

COVID-19 infections in Zimbabwe using seasonal autoregressive integrated moving average 

(SARIMA) models." The study employed seasonal ARIMA models to scrutinize the time series 

data of COVID-19 infections in Zimbabwe from March to October 2020. The results of the study 

indicated that the models were effective in accurately capturing the trend and seasonality of the 

data and forecasting future infections. The research was published in the Journal of Health 

Informatics in Africa, volume 8(1), on pages 60-73, with a DOI of 10.12856/JHIA-2020-v8-i1-

271, highlighting the potential of seasonal ARIMA models to forecast COVID-19 infections in 

Zimbabwe. 
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Zhang et al. (2020) utilized an ARIMA model to scrutinize the time series data of COVID-19 

infections in China. The study's results revealed that the ARIMA model was effective in 

forecasting future trends of COVID-19 infections. Similarly, Khasawneh et al. (2020) employed 

an ARIMA model to examine the time series data of COVID-19 infections in Jordan. The research 

showed that the ARIMA model accurately predicted future trends of COVID-19 infections, 

indicating its potential for informing public health policies. 

 

2.5 KNOWLEDGE GAP 

Despite numerous studies investigating the use of ARIMA models to analyze time series data of 

COVID-19 infections in different countries, there is a lack of research on its application in 

Zimbabwe. As of August 2021, Zimbabwe had reported more than 120,000 COVID-19 cases and 

over 4,000 fatalities. The government has implemented various measures, such as lockdowns and 

vaccination campaigns, to contain the virus's spread. However, there is a need to develop more 

accurate forecasting models to facilitate decision-making and resource allocation. 

 

The current literature does not include studies that have used ARIMA models to analyze time 

series data on COVID-19 infections in Zimbabwe. Such studies could provide valuable insights 

into infection trends and patterns within the country, assisting policymakers in making informed 

decisions about public health interventions. Moreover, these studies could identify the factors that 

contribute to the virus's transmission in Zimbabwe, enabling the development of effective 

strategies for its containment. 

 

2.6 SUMMARY 

The study highlights the significance of utilizing the ARIMA model to analyze time series data on 

COVID-19 cases in Zimbabwe as a means of aiding the development of effective public health 

interventions by forecasting the spread of the illness. The study details how the ARIMA model 

can be applied to analyze and predict COVID-19 infections in the region. Additionally, the 

literature review emphasizes the ARIMA model's effectiveness as a powerful tool for time-series 
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analysis and prediction. Overall, the review highlights the continued necessity for further research 

on COVID-19 modeling and forecasting to advance public health efforts. 
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CHAPTER 3: RESEARCH METHODOLOGY 

 

3.0 INTRODUCTION 

The COVID-19 pandemic has affected numerous individuals globally, including Zimbabwe, 

prompting the government to implement measures such as lockdowns, social distancing, and 

vaccination campaigns aimed at curbing the virus's spread. Time series analysis could be a valuable 

tool in examining trends in COVID-19 infections in Zimbabwe. This study will utilize the ARIMA 

model to analyze time-series data on COVID-19 infections within the country. This chapter will 

outline the research methodology, which establishes the framework for conducting the time series 

analysis of COVID-19 infections in Zimbabwe. 

 

3.1 RESEARCH DESIGN 

The study will utilize a quantitative approach and a time series analysis methodology employing 

an ARIMA model. Secondary data from the World Health Organization's (WHO) website will be 

collected and analyzed. Preprocessing techniques will be used to handle missing values and 

outliers to ensure data accuracy. Variance stabilization and stationarity will be achieved through 

data transformations. The autoregressive, moving average, and integrated components of the 

ARIMA model will be identified using ACF and PACF plot analysis. The model's parameters will 

be estimated through maximum likelihood estimation, and its validity will be checked using 

residual analysis. The ARIMA model's accuracy will be assessed using metrics such as ME, MAE, 

MSE, and RMSE. Finally, the ARIMA model will be used to forecast COVID-19 infection trends 

in Zimbabwe. 

 

3.2 RESEARCH APPROACH 

In order to perform time series analysis on COVID-19 infection data for Zimbabwe, the first step 

is to collect and clean the data to eliminate any missing values or outliers that may impact our 

results. Once the data is cleaned, we will visually explore it to identify any trends, patterns, or 

seasonality. We will also conduct a stationarity test before selecting an appropriate ARIMA model 

using techniques such as AIC and BIC. The subsequent stage is to fit the model to our data utilizing 
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maximum likelihood estimation and assess its performance using metrics such as MAE, RMSE, 

and MAPE. Finally, we will employ the ARIMA model to forecast future trends. 

 

3.3 POPULATION AND SAMPLING 

The study's data will be obtained from official sources, specifically the WHO website 

(https://covid19.who.int/WHO-COVID-19-global-data.csv). However, it is important to note that 

the sample may not be entirely representative of the entire population of individuals with COVID-

19 in Zimbabwe, as not all cases may be reported or included in the data. 

3.4 DATA SOURCE 

The study collected data from a trustworthy source, the WHO website 

(https://covid19.who.int/WHO-COVID-19-global-data.csv), encompassing the period between 

2020 and 2023. 

 

3.5 VALIDITY AND RELIABILITY OF THE RESEARCH 

The accuracy and completeness of data collected from official sources are crucial to ensure the 

reliability of this study. The utilization of the ARIMA model in time-series analysis can minimize 

potential data biases by taking into account the autoregressive and moving average components. 

Nevertheless, it is crucial to note that the sample may not be entirely representative of all 

individuals with COVID-19 in Zimbabwe, as some cases may not have been reported or captured. 

To enhance the study's reliability, robust data collection and analysis procedures, including 

standardized data collection and reporting methods for COVID-19 infections in Zimbabwe, should 

be employed. 

 

3.6 DESCRIPTION OF VARIABLES 

In the time series analysis of COVID-19 infections in Zimbabwe using the ARIMA model, the 

examined variables consist of the count of confirmed COVID-19 cases during a specified period. 
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The confirmed COVID-19 cases variable signifies the overall count of individuals who have tested 

positive for the virus in Zimbabwe. This variable plays a vital role in monitoring the virus's 

transmission and identifying hotspots and trends over time. 

 

3.6.1 Ratio used in testing positive rate (TPR) for COVID19 

The Test Positivity Rate (TPR) is the proportion of positive COVID-19 tests to the total number 

of tests administered. It is computed as follows:  

TPR = (Number of Positive Tests / Total Number of Tests) x 100%.........(8) 

This ratio is crucial in comprehending the prevalence and severity of COVID-19 within a 

population. 

 

3.7 BASICS OF ARIMA MODEL 

The ARIMA model is a time series forecasting approach that utilizes the autoregressive (AR), 

integrated (I), and moving average (MA) components to capture the patterns and trends in the 

data.  

The basic equations for ARIMA are:Autoregressive component (AR): AR(p)  

Yt = c + Σ(φi*Yt-i) + εt…….(9) 

In the above equation, Yt represents the time series value at time t, c is a constant, φi denotes the 

autoregressive term coefficients, and εt is the error term. 

 

AR(p) SPECIAL CASES 

ORDER DEFINITION 

               Φ1=0 Yt is similar to a random variable, 

uncorrelated, and normally distributed 

error term, also known as white noise. 
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             Φ1=0  & C=0 Yt is equivalent to a time series with a 

random walk, that is, a series of values 

where each value is the sum of the 

previous value and a random shock. 

              Φ1=0  & C≠0 Yt is equivalent to a time series with a 

random walk with drift, where the series 

of values follows a drift (trend) in 

addition to a random shock component. 

              Φ1=0 < 0 Yt exhibits a tendency to fluctuate 

around the average value. 

 

Moving average component(MA): MA(q)  

The moving average element of the ARIMA model is expressed as: 

Yt = c + Σ(θi*εt-i) + εt…….(10) 

The coefficients of the moving average terms are denoted by θi. The integrated element of the 

ARIMA model is defined as I(d): 

ΔYt = Yt - Y(t-1)…….(11) 

In the equation above, ΔYt represents the variation between the time series value at time t and its 

value at time t-1. The value of d denotes the degree of differencing necessary to transform the 

series into a stationary one. 

The ARIMA model integrates these three components into a single equation: ARIMA(p,d,q), 

where Yt = c + Σ(φi*Y(t-i)) + Σ(θi*ε(t-i)) + εt…….(12) and the autoregressive, differencing, 

and moving average component orders are represented by integers p, d, and q, respectively. 

 

3.7.1 APPLICATION OF 70:30 SPLIT RATIO 

The 70:30 rule is commonly used in machine learning, where a learner splits the dataset into two 

portions: a training set that contains 70% of the data and a testing set that contains the remaining 

30% of the data. 
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3.8 PRETESTING PROCEDURES 

To perform ARIMA modeling effectively, various steps must be taken. The first step involves 

cleaning and preparing the data by ensuring its completeness, consistency, and accuracy. Any 

missing data or outliers should be addressed, and data transformation may be necessary to conform 

to ARIMA model assumptions. Once the data is prepared, it should be checked for stationarity 

using methods like the ADF test and Backward shift operator. If the data is non-stationary, 

differencing or other transformations may be necessary. Choosing the appropriate model should 

depend on the stationarity testing outcomes and diagnostic tests, such as AIC or BIC values. This 

stage includes selecting the differencing order, AR and MA terms, and seasonal components, if 

appropriate. The chosen ARIMA model parameters must be estimated using techniques like 

maximum likelihood estimation or least squares estimation. After that, the selected ARIMA 

model's validity should be verified using residual analysis to check for autocorrelation, 

heteroscedasticity, and normality in the residuals. Additionally, the model's forecasting accuracy 

should be evaluated thoroughly to ensure its effectiveness. 

 

3.9 MODEL SPECIFICATION 

3.9.1 DATA CLEANING 

To specify the model, the study first addressed missing values and outliers in the preprocessed 

data, following these steps: 

i.Identify missing values and outliers in the dataset. 

ii.Replace missing values with appropriate imputation techniques such as mean, median, mode or 

regression imputation. 

To deal with missing values, the mean imputation method was employed, which consists of 

substituting missing values with the average of the available data. The mean can be computed as 

the sum of the available data points (x) divided by the number of available data points (n), 

represented by mean = ∑x/n. 
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The Z-score technique was employed to eliminate outliers, which entails removing values that 

deviate by more than 3 standard deviations from the mean. The Z-score (z) is computed by dividing 

the difference between a data point (x) and the mean (μ) by the standard deviation (σ), expressed 

as z = (x - μ)/σ, where x denotes the data point, μ represents the mean of all data points, and σ 

indicates the standard deviation of all data points. 

iii. To remove outliers, appropriate methods, such as the z-score, interquartile range (IQR), or 

boxplot methods, should be employed. The IQR technique can also be used to eliminate outliers 

by discarding values beyond 1.5 times the IQR, calculated as IQR = Q3 - Q1, where Q1 represents 

the first quartile and Q3 represents the third quartile. 

 

iv. To ensure the stationarity of the data, the ADF (Augmented Dickey-Fuller) test and Backward 

shift operator should be utilized. 

The Augmented Dickey-Fuller (ADF) test is utilized to ascertain whether a time series is stationary 

or not. Initially, the ADF is expressed by a mathematical equation: 

 

∆yt=Co+C1t+βyt-1+∑yt-1+et………(13) 

 

The following steps are taken in the ADF test: 

- Ho: The time series contains a unit root, i.e., it is non-stationary. 

- H1: The time series does not contain a unit root, i.e., it is stationary. 

- Compute the test statistic by fitting a regression model to the time series data. 

- Determine the critical value based on the sample size and significance level (usually 5%) 

- Calculate the standard error based on the residuals from the regression model 

- Calculate the ADF test statistic using the formula: (test statistic - critical value) / standard error 

- Reject Ho if the p-value is greater than 5% 

- Conclude the results 

 



21 
 

Here, the test statistic is calculated based on a regression model fitted to the time series data, the 

critical value depends on the sample size and significance level, which is typically 5%, and the 

standard error is calculated based on the residuals from the regression model. 

 

3.9.2 THE BACKWARD SHIFT OPERATOR 

When dealing with models, such as ARIMA, that contain time series lags, the backward shift 

operator (B) offers a useful notation tool. 

                              yt=yt-1+εt………………...(14) 

=( yt-2+εt-1) +εt 

=(( yt-3+εt-2) +εt-1) +εt 

Applying Backward shift (B) 

                                          Byt=yt-1……………………….(15) 

B(Byt)=B2(yt) 

= yt-2 

 

y1
t=yt+ yt-1 

= yt- Byt 

=(1-B) yt Differencing (derivative) 

y11
t=yt-2 yt+ yt-2 

=(1-2B+ B2) yt 

=(1-B)2 yt (2nd order differencing) 

=(1-B)m yt=yt- yt-m (Seasonal differencing) 

NB: Backward shift operator is a boring and a long concept 
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3.10 MODEL SELECTION 

Selecting the best-fit model is a crucial aspect of ARIMA modeling, and several techniques can 

be used, such as ACF and PACF plots, as well as AIC or BIC values. The following steps are 

taken when selecting a model using AIC or BIC: 

a.) Fit the model to the data, which involves using an ARIMA model to analyze the COVID-19 

new cases data. 

b.) Calculate the likelihood function, which measures how well the model fits the data by 

determining the probability of observing each data point given the model parameters. 

c.) Employ AIC or BIC to evaluate the quality of the model fit, taking into account the likelihood 

function and the number of parameters in the model. AIC can be calculated using the formula:  

 

                  AIC = -2log(L) + 2k……………..(16) 

           AIC≈n(1+log(2л)+nlogσ2+2k……….(17) 

 

             BIC = -2log(L) + k*log(n) ………………….(18) 

 

In the equation above, L denotes the likelihood function, k represents the number of parameters in 

the model, n indicates the sample size, and σ2 signifies the variance. 

d.) Compare the AIC or BIC values of various models, with the model having the smallest AIC or 

BIC value regarded as the most suitable model. 

e.) Once the best-fit model is identified, interpret its coefficients and make predictions or 

inferences based on the model's results. 

 

3.10.1 ACF & PACF 

                             ρk  =  
ƴ(𝐤) 

ƴ𝐨   
 →     �̅�𝒌 =  

ƴ̅ 𝒌

ƴ𝟎
………………..(19) 
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= 
∑(𝒀𝐭+𝐤−Ȳ)(𝒀𝒕−Ȳ)

( ∑ 𝒀𝒕−Ȳ)𝟐
 

Under the assumption ρk=0 

�̅�𝒌 → N(0,  𝛔�̅�𝒌

𝟐 ) 

yt is MA(q) process, then 

                                                                 𝛔�̅�𝒌

𝟐 ≈ 
𝟏

𝐍
 (1+2∑ ρk

2) ………………………..(20) 

The study established the 95% confidence interval 

ρk*ɛ(-1.96√ 𝛔�̅�𝒌

𝟐 ;  +1.96√ 𝛔�̅�𝒌

𝟐  ) 

         For pure noise, 𝛔�̅�𝒌

𝟐 = 
𝟏

𝐍
………….(21) 

 

3.11 MODEL FITTING 

There are two methods for estimating the parameters of the ARIMA model: maximum likelihood 

estimation (MLE) and least squares estimation. MLE entails maximizing the likelihood function 

that determines the likelihood of observing the data given the model parameters. MLE can be 

employed to estimate the autoregressive, moving average, and differencing components of the 

ARIMA model.The formula for MLE in ARIMA is: 

                                     L(θ|y) = f(y|θ) ………………..(22) 

In MLE, the likelihood function L is dependent on the observed data y and the model parameters 

θ. The aim is to identify the θ values that maximize L. 

Least squares estimation (LSE) is a technique for estimating the parameters of an ARIMA model 

by minimizing the sum of the squared differences between the observed data and the model's 

predicted values. LSE is applied in ARIMA to estimate the parameters of the autoregressive (AR) 

and moving average (MA) components. 

The formula for LSE in ARIMA is: 

                                             minimize ∑(yt - ŷt)2………………….(23) 
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where yt are the observed data, ŷt are predicted values from the ARIMA model, and t ranges 

from 1 to 1332. 

 

3.12 MODEL EVALUATION 

To evaluate the performance of an ARIMA model using metrics like MAE, MSE, and RMSE, 

the subsequent procedures should be followed: 

a.)To calculate the Mean Absolute Error (MAE) for the model, the mean of the absolute 

differences between the predicted and actual values must be calculated. The formula is as 

follows: 

                                       MAE = 1- 
∑ (𝒚𝒕−�̅�𝒕)𝟐𝑵

𝒕=𝟏 /(𝑵−𝑴)

∑ (𝒚𝒕−�̅�)𝟐(𝑵−𝟏)𝑵
𝒕=𝟏

………………….(24) 

Here, N signifies the total number of observations, Yt denotes the actual value, and Ŷt represents 

the predicted value. 

b.) To compute the Mean Squared Error (MSE) for the model, the mean of the squared 

differences between the predicted and actual values must be calculated. The formula is as 

follows: 

                                     MSE = 1- 
∑ (𝒚𝒕−�̅�𝒕)𝟐𝑵

𝒕=𝟏

∑ (𝒚𝒕−�̅�)𝟐𝑵
𝒕=𝟏

………………………(25) 

c.) To compute the Root Mean Squared Error (RMSE) for the model, the square root of the MSE 

can be taken. This measure provides an approximation of the average error in the predictions. 

 

RMSE = sqrt(MSE) 

                                       =√ 𝟏 −  
∑ (𝒚𝒕−�̅�𝒕)𝟐𝑵

𝒕=𝟏

∑ (𝒚𝒕−�̅�)𝟐𝑵
𝒕=𝟏

……………………..(26) 

 

d.) Interpret your results based on your specific problem domain and context. 
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Evaluating performance using these metrics can help you determine whether your ARIMA 

model is performing well or needs further refinement to improve its accuracy and predictive 

power. 

 

3.13 MODEL VALIDATION 

To verify an ARIMA model using residual analysis, it is essential to inspect the residuals for any 

patterns or trends that could indicate that the model is unsuitable for the data. The following 

calculations and formulas can be utilized to conduct this analysis: 

a.) Residuals: The residuals denote the difference between the predicted values and the actual 

values of the model. They can be calculated using the formula: 

                            Residuals = Actual Values - Predicted Values…………………(27) 

b.) Mean of Residuals: If the model is an appropriate fit for the data, the mean of the residuals 

should be close to zero. This value can be computed using the following formula: 

                               Mean of Residuals = ∑R / n, where R is residuals……………………(28) 

c.) Standard Deviation of Residuals: If the model is suitable for the data, the standard deviation 

of the residuals should remain constant across all observations. This value can be computed 

using the following formula: 

                        Standard Deviation of Residuals = √ 𝟏 −
∑ (𝑹 −�̅� )𝟐

𝒏
………………….(29) 

d.) The Autocorrelation Function (ACF) assesses the degree of correlation between each residual 

and its lagged values. If there are substantial correlations at specific lags, it may suggest that there 

is some information in the residuals that the ARIMA model has failed to capture. A plot of the 

ACF can be used to depict these correlations. 

e.) The Partial Autocorrelation Function (PACF) measures the degree of correlation between each 

residual and its lagged values, while adjusting for correlations at shorter lags. It can help detect 

any relevant correlations that were not captured by the ACF. 
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f.) The Ljung-Box Test is a statistical test that evaluates if there are any notable autocorrelations 

in the residuals across different lags. If significant autocorrelations exist, it may imply that the 

model has not captured some information in the residuals. 

The Ljung-Box test is a statistical test that can be defined as follows: 

 

Null Hypothesis (H0): The data follows an independent distribution, meaning that any observed 

correlations in the data are due to randomness in the sampling process. 

 

Alternative Hypothesis (H1): The data does not follow an independent distribution and exhibits 

serial correlation. 

 

The test statistic is represented as Q, and it is calculated using the following formula: 

 

                      Q = (n + 2) ∑(p ̂_k^2)/(n-k) for k=1 to h ……………..(30) 

Here, n denotes the sample size, p ̂_k represents the sample autocorrelation at lag k, and h signifies 

the number of lags under examination. 

Under the null hypothesis (H0), the Q statistic follows a chi-square distribution with h degrees of 

freedom as the sample size grows. For a specified significance level α, the critical region for 

rejecting the hypothesis of randomness is Q > X_(1-α,h)^2, where X_(1-α,h)^2 is the 1-𝛼 quantile 

of the chi-square distribution with h degrees of freedom. 

For an ARIMA model to be dependable, its residuals must follow a normal distribution, with a 

mean value close to zero and a uniform standard deviation across all observations. There should 

be no significant correlations evident in the ACF and PACF plots, and the Ljung-Box test should 

not reveal any substantial autocorrelations in the residuals. 
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3.14 SUMMARY  

This chapter outlines the various steps taken in the research process, which have led to the 

findings presented in the subsequent chapter. 
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CHAPTER 4: DATA PRESENTATION AND ANALYSIS 

 

4.0 INTRODUCTION 

This chapter provides a comprehensive analysis and interpretation of the research findings and 

data. The descriptive data mainly pertains to the secondary data gathered from a sample population 

in Zimbabwe, obtained from the WHO website. The data's stationarity was verified before 

incorporating it into the ARIMA model. The researcher utilized Python and R studio software to 

conduct quantitative analysis on the data and derive the research outcomes. 

 

4.1 DESCRIPTION STATISTICS 

Descriptive statistics can be categorized into measures of central tendency and variability. Central 

tendency measures consist of the mean, median, and mode, while variability measures encompass 

standard deviation, variance, minimum and maximum values, kurtosis, and skewness. Table 4.1 

presents descriptive statistics obtained using Python. 

Table 4.1: DESCRIPTIVE STATISTICS FOR THE COVID19 DATA OF ZIMBABWE 

count Mean std min 25% 50% 75% Max kurtosis skewness 

1132 233.780035 604.845467 0 11 42 1545 6181 33.36548 

 

5.183059 

 

 

Table 4.1 presents the descriptive statistics of the COVID-19 confirmed cases data between 2020 

and 2023. The data reveals that the minimum confirmed cases were zero, while the maximum 

number of confirmed cases recorded was 6,181, reported on December 11th, 2021. The Upper 

Quartile and Lower Quartile registered 154 and 11 confirmed cases, respectively. The mean 

number of confirmed cases was 42. The data's skewness value is 5.18, indicating an asymmetric 

distribution. A positive skewness value implies that the distribution is right-skewed, signifying 

that there are more observations with high values than low values, which suggests an overall 

increase in Covid19 cases. 
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4.2 APPLYING OF 70:30 SPLIT RATIO 

The research employed a 70:30 split ratio approach to partition the dataset into a training set, 

representing 70% of the dataset, and a testing set, encompassing 30% of the dataset. 

 

4.2.1 VISUALIZING THE DATA 

The figure presented below depicts the time series plot of the COVID-19 data, specifically the 

new cases. 

Fig 4.2.1: TIME SERIES PLOT FOR THE COVIN19 DATA (NEW CASES) 

 

The graph above indicates that the data is non-stationary. Therefore, to fit the time series model, 

the study performed second order differencing to make the data stationary. After applying the 

differencing method, the study obtained the graph below, which confirms that the data has 

become stationary. 

THE ABOVE Fig 4.2.2 SHOWS A TIME SERIES PLOT AFTER DIFFERENCING 

DONE 
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The above graph shows that the data is now longer stationary. 

 

4.3 MODEL SPECIFICATION 

 

4.3.0 TESTING FOR STATIONARITY 

To determine whether the time series was stationary or non-stationary, a unit root test was 

performed. In this study, the stationarity of the COVID-19 data was assessed using the Augmented 

Dickey Fuller Test (ADF) in Python. The outcomes of the test are summarized in the following 

table. 

The null and alternative hypotheses for the Augmented Dickey Fuller Test were as follows: 

 

Ho: The time series contains a unit root, i.e., it is non-stationary. 

H1: The time series does not contain a unit root, i.e., it is stationary. 

 

ADF statistic: -12.435762  

P-value of 0.000000.  
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Critical values: 1%: -3.436 

                         5%: -2.864 

                         10%: -2.568. 

 

Based on the above outcomes, it can be deduced that the Augmented Dickey Fuller test is one-

tailed. Typically, if the p-value is below 5%, the null hypothesis is rejected, implying that the data 

is stationary. Consequently, according to the results, the null hypothesis was dismissed, and it was 

established that the series is stationary, given that the p-value is 0, which is less than 5%. 

Fig 4.3.1 BELOW DISPLAYS THE TIME SERIES GRAPH USED TO TEST AND 

VALIDATE THE STATIONARITY RESULTS  

 

By examining the above graph, Figure 4.3.1, it can be concluded that the data is indeed 

stationary, as the rolling mean and rolling standard deviation move almost in parallel. 

 

4.4: MODEL SECTION  

To determine the values of AR, differencing, and MA, i.e., (p, d, q), for the COVID-19 

confirmed cases data from March 2020 to April 2023, ACF and PACF time series plots were 
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constructed. The model order was determined based on the observations made from these plots 

below. 

Fig 4.4.1: SHOWS THE ACF AND PACF PLOT FOR THE COVID 19 CONFIRMED 

CASES DATA 

 

The ACF spikes possibly showed that MA is 5, Differencing is 2 and PACF spikes showed that 

the AR is 5. By graphs I identified ARIMA (5, 2, 5) model. 

  

TABLE 4.4.2 MODEL SELECTION BY AUTO ARIMA 

In this phase, the study employed Python to identify the most appropriate time series model for 

the COVID-19 confirmed cases data. The researcher determined the optimal values of the Auto-

Regressive, AR (p), Moving Average, MA (q), and Differencing I (d) terms that best suited the 

data. 

The stepwise search method was employed to minimize the Akaike Information Criterion (AIC). 

ARIMA(2,0,2)(0,0,0)[0] intercept AIC=inf Time=14.16 sec 

ARIMA(0,0,0)(0,0,0)[0] intercept    AIC=16920.393 Time=0.18 sec 

ARIMA(1,0,0)(0,0,0)[0] intercept AIC=16508.668 Time=0.24 sec 
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ARIMA(0,0,1)(0,0,0)[0] intercept AIC=inf Time=1.02 sec 

ARIMA(0,0,0)(0,0,0)[0]               AIC=16918.393 Time=2.25 sec 

ARIMA(2,0,0)(0,0,0)[0] intercept AIC=16358.432 Time=0.45 sec 

ARIMA(3,0,0)(0,0,0)[0] intercept AIC=16297.201 Time=0.32 sec 

ARIMA(4,0,0)(0,0,0)[0] intercept AIC=16229.086 Time=1.66 sec 

ARIMA(5,0,0)(0,0,0)[0] intercept AIC=16128.017 Time=1.11 sec 

ARIMA(5,0,1)(0,0,0)[0] intercept AIC=inf Time=4.51 sec 

ARIMA(4,0,1)(0,0,0)[0] intercept AIC=inf Time=2.58 sec 

ARIMA(5,0,0)(0,0,0)[0]               AIC=16126.017 Time=0.51 sec 

ARIMA(4,0,0)(0,0,0)[0]               AIC=16227.086 Time=0.34 sec 

ARIMA(5,0,1)(0,0,0)[0]               AIC=inf Time=2.61 sec 

ARIMA(4,0,1)(0,0,0)[0]               AIC=inf Time=2.92 sec 

The best model identified for the COVID-19 confirmed cases data was ARIMA(5,0,0)(0,0,0)[0]. 

As the AIC value of 16126.017 is the lowest, the ARIMA (5, 0, 0) model was selected. This 

indicates that the optimal values of AR, I, and MA parameters are 5, 0, and 0, respectively. 

 

4.5 MODEL FITTING 

After fitting the two models, the research determined the best model by examining the 

significance of the models using p-values. The model with the most significant p-value was 

selected. 

TABLE 4.5 SHOWS THE ARIMA (5, 2, 5) MODEL FITTING 

 

   SARIMAX Results                                 

Dep. Variable: New_Cases                                No. Observations:                 1130 

Model:             ARIMA(5, 2, 5)                          Log Likelihood               -8163.763 

Date:                Wed, 31 May 2023                     AIC                                  16349.526 

Time:               11:59:54                                      BIC                                  16404.836 

Sample:    03-23-2020 - 04-26-2023                    HQIC                               16370.425 
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Covariance Type: opg                                          

 coef std err z            P>|z| 0.025       0.975 

ar.L1          -2.7600 0.040     -68.521 0.000       -2.839 -2.681 

ar.L2          -3.8380       0.076 -50.269 0.000       -3.988 -3.688 

ar.L3          -3.1943 0.092 -34.733 0.000       -3.375 -3.014 

ar.L4 -1.4811 0.053 -27.760 0.000       -1.586 -1.377 

ar.L5 -0.3635       0.017 -20.938 0.000       -0.398 -0.329 

ma.L1 0.0172       0.043 0.395 0.693 -0.068 0.102 

ma.L2          -1.0345       0.048 -21.593 0.000 -1.128 -0.941 

ma.L3          -0.9798       0.019 -52.188 0.000 -1.017 -0.943 

ma.L4           0.0459       0.048 0.959 0.337       -0.048 0.140 

ma.L5           0.9609       0.050 19.149 0.000 0.863 1.059 

sigma2 1.226e+05   2666.530 45.979 0.000 1.17e+05 1.28e+05 

 

Ljung-Box (L1) (Q):     6.68                       Jarque-Bera (JB):            231138.50 

Prob(Q):                         0.01                             Prob(JB):                         0.00 

Heteroskedasticity (H):  0.98                              Skew:                             2.00 

Prob(H) (two-sided):       0.82                             Kurtosis:                        73.01 

 

TABLE 4.5.1 SHOWS THE ARIMA (5, 0, 0) MODEL FITTING 

                               SARIMAX Results                                 

Dep. Variable: New_Cases                                No. Observations:                 1130 

Model:             ARIMA(5, 0, 0)                          Log Likelihood               -8057.009 

Date:                Wed, 31 May 2023                     AIC                                  16126.017 

Time:               09:33:28                                      BIC                                  16156.197 

Sample:    03-23-2020 - 04-26-2023                    HQIC                              16137.419 
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Covariance Type: opg                                          

 coef std err z            P>|z| 0.025       0.975 

ar.L1          -0.9629       0.007    -146.706       0.000       -0.976       -0.950 

ar.L2          -0.7894       0.008     -94.631       0.000       -0.806       -0.773 

ar.L3          -0.6324       0.012     -54.195       0.000       -0.655       -0.609 

ar.L4 -0.5076       0.012     -43.847       0.000       -0.530       -0.485 

ar.L5 -0.2946       0.009     -34.585       0.000       -0.311       -0.278 

sigma2 9.162e+04     751.151     121.973       0.000 9.01e+04     9.31e+04 

Ljung-Box (L1) (Q):     28.85                       Jarque-Bera (JB):            226761.55 

Prob(Q):                         0.00                             Prob(JB):                         0.00 

Heteroskedasticity (H):  1.02                              Skew:                             0.80 

Prob(H) (two-sided):       0.82                             Kurtosis:                        72.38 

 

Here is where the study finally pick the best ARIMA model. The study compared the p values of 

the two models and like shown above by those two tablets, ARIMA model (5, 0, 0) is very 

significant since its p values are small enough as compared to the ARIMA model (5, 2, 5). The p 

values should be less than 5% and all p values of model (5, 0, 0) is less than 5%. 

 

4.6 MODEL EVALUATION 

TABLE 4.6 SHOWS MAE, RMSE, MAPE, ME, MASE, ACF1 

 ME RMSE MAE MPE MAPE MASE ACF1 

Training 

sets 

0.0004111183 263.8918 92.32394 -Inf -Inf 0.9797642 0.0132609 

 

Since ME (0.0004111183) is much different from MAE (92.32394), the table 4.6 shows that the 

ARIMA model (5, 0, 0) is valid. Validity of the model shown by a large gap between ME and 

MAE values.  
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4.7 MODEL VALIDATION 

Now, the student checked if all the assumptions of ARIMA model are fulfilled which are 

stationarity, normality and Independence. Below is checking stationarity for the residuals using 

R- Studio for covid19 confirmed cases from the year 2020 to 2023: 

Fig 4.7 TIME SERIES PLOT OF THE RESIDUALS FOR COVID19 CONFIRMED 

CASES 

 

The graph in the above Fig 4.7 clearly shows a white noise structure whereby the residuals 

deviated around mean zero and a constant variation that is stationarity of the residuals. 

Fig 4.7.0 BELOW SHOWS THE UNITY ROOT OF RESIDUALS 
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The graph presented above displays a single root, represented by the black dots, on both the AR 

and MA roots. The AR root indicates stability, while the MA root measures invertibility. Based 

on the graph, the student concluded that the distribution of confirmed cases residuals is stable, 

indicating stationarity, as the roots are located inside the circle. 

 

4.7.1 FOR NORMALITY FOR RESIDUAL DATA 

The histogram used to test normality. 

Fig 4.7.1 SHOWS A HISTOGRAM OF RESIDUALS 
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This shows that the data is normally distributed and the red line clearly show the doomed shape 

curve which tells us that the data is normally distributed. 

 

Fig 4.7.2 BELOW SHOWS Q-Q PLOT OF RESIDUALS  
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The table presented above displays a normal Q-Q plot, which is useful in determining whether 

the dependent variable is normally distributed. In the graph, it can be observed that many points 

are closely aligned with the straight line, providing evidence that the data is normally distributed. 

Fig 4.7.3 TESTING FOR STATIONARITY ON RESIDUALS  

The below residuals (Fig 4.7.3) shows that they are identically independent distributed and there 

was existence of unit root. 

BELOW IS Fig 4.7.3 SHOWS THE ACF & PACF PLOT OF RESIDUALS 
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4.7.4 AUTO CORRELATIONS 

Box-Jenkins Test 

The study performed the Box-Jenkins test to examine the presence of serial autocorrelation in the 

time series data. The null and alternative hypotheses for the test were formulated as follows: 

H0: There is no serial autocorrelation in the time series. 

H1: There is serial autocorrelation in the time series. 

 

The Box-Pierce test  

Chi-squared value: 0.21018 

DF=1 

P-value of 0.6466. 

Given that the p-value of 0.0466 is below the significance level of 0.05, the null hypothesis 

cannot be rejected, and it is inferred that there is no indication of serial autocorrelation in the 

time series data. 
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4.8 FORECASTING 

The study forecasted the data values from April 2023 to October 2023 which is six months using 

both python. 

Fig 4.8 BELOW SHOWS A FORECAST PLOT 

 

TABLE 4.8.1 BELOW SHOWS THE FORECASTED COVID19 CASES FROM APRIL 

TO OCTOBER 2023 

The forecasted results shows that covid19 confirmed cases will be at a lower range from 03 May 

2023 and it will slightly affect and spread. 

Date Predicted mean 

4/27/2023 -0.625171 

4/28/2023 -0.920242 

4/29/2023 1.374766 

4/30/2023 -1.51177 

5/1/2023 0.680606 

5/2/2023 0.319904 
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5/3/2023 -0.316058 

5/4/2023 -0.0162 

5/5/2023 0.16266 

5/6/2023 -0.306845 

5/7/2023 0.2435 

5/8/2023 0.006209 

5/9/2023 -0.081952 

5/10/2023 0.027865 

5/11/2023 0.000725 

5/12/2023 -0.045752 

5/13/2023 0.06563 

5/14/2023 -0.017544 

5/15/2023 -0.01456 

5/16/2023 0.009375 

… 

… 

 

4.9 SUMMARY 

The central aim of this chapter was to undertake data analysis and presentation, which aided the 

researcher in determining the optimal ARIMA time series model for the COVID-19 confirmed 

cases data via model validation. This approach also facilitated the prediction of COVID-19 

confirmed cases for the year 2023, specifically for the next half-year. The outcomes suggested 

that the number of new cases is projected to be stable over the next six months. 
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CHAPTER 5: SUMMARY, CONCLUSION AND DISCUSSION 

 

5.0 INTRODUCTION 

The central emphasis of this chapter is to provide a synopsis of the outcomes from the preceding 

sections and draw inferences and suggestions concerning the study objectives and research 

questions. The study endeavors to present a thorough outline of the research findings, accentuating 

the crucial insights and ramifications of the investigation. 

 

5.1 SUMMARY OF STUDY FINDINGS 

This research aimed to scrutinize the time series data of COVID-19 confirmed cases from March 

2020 to April 2023, using data sourced from the WHO official website. The principal objective 

was to devise a time series model capable of elucidating the infection rate and predicting the 

number of infections over the next half-year, from mid-April 2023 to October 2023. The literature 

review furnished insights into how other researchers have modeled COVID-19 infections utilizing 

diverse methodologies. This study centered on devising a time series model that could precisely 

forecast the COVID-19 confirmed cases data. To accomplish this, the researcher had to ascertain 

the most fitting time series model to forecast the COVID-19 confirmed cases data for the next six 

months. 

The conceptual framework utilized in this research revolved around the ARIMA model, which 

was employed to forecast COVID-19 infection data and predict trends. The study employed a 

quantitative research design, and the COVID-19 confirmed cases data was analyzed using Python 

and R-Studio software. 

The primary aim of this research was to establish a time series model that precisely portrays the 

COVID-19 confirmed cases rate, which was accomplished by analyzing Figure 4.4.1 and Table 

4.4.2. The optimal time series model identified was ARIMA (5, 0, 0), which produced promising 

outcomes when applied to the COVID-19 confirmed cases data. The model was fitted after 

verifying that the data was stationary, which was determined by utilizing ADF (Figure 4.3.0) and 

rolling mean/standard deviation (Figure 4.3.1). 
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Initially, the time series plot (Figure 4.2.1) was used to visualize the data pattern, and it was 

observed that the data was non-stationary. Therefore, second differencing was applied, and 

stationarity was tested again, resulting in stationary data. A time series plot (Figure 4.2.2) was then 

generated, confirming that the data was now stationary. 

To evaluate the stationarity of the residuals, a unit root plot was generated (Figure 4.7.0), and the 

results indicated that the data was stationary. A Q-Q plot (Figure 4.7.2) was also used to assess the 

normal distribution of the COVID-19 confirmed cases data residuals, but the graph was not entirely 

clear. However, a histogram plot (Figure 4.7.1) was used to confirm the normality of the residuals. 

Furthermore, the student conducted a Box-Jenkins test (Figure 4.7.4) to test for serial 

autocorrelation in the residuals, and the results indicated that there was no evidence of serial 

autocorrelation. 

In Chapter 4, Table 4.8.1 displays the projected values of the COVID-19 confirmed cases data, 

spanning from 27 April 2023 to October 2023. Figure 4.8 illustrates the trajectory of the COVID-

19 confirmed cases data, with the research findings indicating that the rate of confirmed cases 

would persist at a stable level from May 2023 onwards. The low frequency of COVID-19 

infections is an encouraging development, signifying that the pandemic is losing steam, and this 

is likely to have a favorable impact on Zimbabwe's economy and its populace. 

The study results suggest that the ARIMA model is an effective tool for predicting future outbreaks 

of infectious diseases, particularly the COVID-19 pandemic. The student is confident that the 

ARIMA model can provide accurate forecasts of COVID-19 infections in Zimbabwe. The study 

findings also suggest that the COVID-19 pandemic is likely to end in the future, unfortunately as 

demonstrated by Figure 4.8, it shows a slight movement, indicating that COVID-19 is in its fading 

stage but it can manage gradually. 

 

5.2 CONCLUSION 

Based on the study outcomes, it was concluded that the ARIMA (5, 0, 0) model is the most 

effective time series model for forecasting COVID-19 infection data. The structure of the graph 

obtained from Figure 4.8 supports this conclusion, as the predicted values clearly show that the 

COVID-19 confirmed cases will slightly continue to increase.  
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5.3 RECOMMENDATION 

In light of the recent surge in COVID-19 cases in Zimbabwe, it is imperative to adopt preemptive 

measures to contain the virus's spread. Firstly, it is advisable that the government intensifies its 

efforts to disseminate precise and timely information about the pandemic to the public, using 

various channels such as media campaigns, social media, and community outreach programs. 

Secondly, it is recommended that the COVID-19 vaccination campaign is expanded to ensure that 

a larger proportion of the population is immunized. Additionally, the public should be encouraged 

to comply strictly with COVID-19 prevention measures such as wearing masks, practicing regular 

handwashing, and maintaining physical distancing, even as restrictions are gradually lifted. The 

government should also ensure that sufficient resources and facilities are in place to handle 

COVID-19 cases, including adequate medical personnel, hospital beds, and essential medical 

supplies. Lastly, it is advisable to monitor the COVID-19 situation closely and adjust strategies 

accordingly as the situation evolves. 

 

5.4 SUGGESTIONS FOR FURTHER STUDY 

To obtain a more comprehensive understanding of predicting time series data, future scholars are 

advised to conduct extensive studies that cover multiple countries or even the whole world. Such 

studies would likely yield more comprehensive outcomes and insights regarding time series data 

prediction. 
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