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Abstract 

The system for Network Congestion Detection using Deep Neural Networks (DNNs) operates 

in a multi-stage process to effectively monitor and manage network traffic. Initially, the system 

collects real-time or historical network data, which is then pre-processed to remove noise and 

prepare it for analysis. In the training phase, this pre-processed data is used to train a DNN 

model, chosen from architectures like Convolutional Neural Networks (CNNs) or Recurrent 

Neural Networks (RNNs). This model is optimized iteratively using algorithms to enhance its 

ability to detect congestion patterns in the network. 
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CHAPTER 1 

1.0 Introduction 

In today's world of expanding digital connectivity, end-to-end congestion control remains a 

crucial issue in computer networking. Effective data flow management across networks, 

ensuring equitable resource utilization, and minimizing delays are vital for delivering a 

seamless user experience. Traditionally, congestion control mechanisms have depended on 

well-established algorithms and protocols. However, with the advent of deep learning and 

neural networks, a new paradigm is emerging (Tan et al., 2021). 

Deep Neural Networks (DNNs) have demonstrated exceptional capabilities in a wide range of 

applications, including image recognition and natural language processing. These capabilities 

are now being applied to computer networking, where DNNs offer the potential to 

revolutionize congestion control. This innovative approach aims to either replace or augment 

conventional methods with data-driven, adaptive, and proactive solutions. In this context, the 

network itself learns from past experiences to optimize its performance (Zhang et al., 2019). 

This exploration delves into the application of DNNs for end-to-end congestion control in 

computer networks, highlighting various ways these networks can predict, detect, and mitigate 

congestion. The ultimate goal is to enhance network efficiency, reliability, and Quality of 

Service (QoS). The potential applications of DNNs in this field are vast and promising, ranging 

from dynamic routing and adaptive resource allocation to congestion detection and rate control 

(Liu et al., 2020). 

As we navigate the complex landscape of network congestion, it is crucial to understand both 

the potential and challenges of integrating deep learning into this critical networking function. 

This journey involves exploring how DNNs can optimize the utilization of network resources, 

pre-emptively address congestion issues, and ensure a smoother digital experience for users. 

This article will examine the innovative applications of deep neural networks in end-to-end 

congestion control and their implications for the future of computer networking (Chen et al., 

2022). 
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1.1 Background of Study 

The rapid advancement of communication technologies has led to the development of new 

network architectures, including cognitive radio networks, data center networks, ultra-dense 

heterogeneous networks, and millimeter-wave (mmWave) networks. Each of these networks 

possesses unique features and dynamic performance requirements. Additionally, the enhanced 

capabilities of these networks have enabled a variety of new services and applications, such as 

augmented reality (AR), online gaming, edge computing, and autonomous driving, all of which 

impose stricter demands on the communication network (Li et al., 2021). 

The transport layer is crucial in managing end-to-end connections for upper-layer services. The 

performance of emerging applications significantly depends on the interactions between the 

underlying network and the transport layer. End-to-end congestion control, a fundamental 

component of the transport layer protocol (TCP), ensures network stability and fairness in 

resource utilization (Smith & Liu, 2020). The current TCP congestion control mechanism is 

based on a design from the 1980s for wired networks. It uses a set of predefined rules, such as 

halving the congestion window (CWND) when a packet loss is detected and adjusting the 

CWND according to measured round-trip time (RTT). Although this design and its variants 

have been successful over the past three decades, they may not perform optimally in today's or 

future highly dynamic and complex networks, where performance is influenced by various 

factors (Johnson et al., 2022). 

The congestion control problem can be modeled as an optimization problem, but conventional 

rule-based methods are largely heuristic and may not guarantee optimal solutions, often 

resulting in suboptimal performance. Recently, machine learning (ML) has achieved 

breakthroughs in numerous application areas, including speech recognition, computer vision, 

and robot control. ML can learn from collected data or the environment to build models. With 

advancements in computing infrastructures (e.g., GPU, TPU, and ML libraries) and distributed 

data processing frameworks, there is a growing trend to leverage ML to tackle complex 

networking problems. For tasks such as regression, classification, and decision-making, ML 

performs exceptionally well. Given that these tasks are fundamental yet vital in networking 

problems, it is crucial to adopt ML techniques for potential breakthroughs in end-to-end 

congestion control (Nguyen et al., 2023). 
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1.2 Problem Statement 

TCP is designed to ensure the reliable transmission of packets across an end-to-end connection, 

incorporating congestion control mechanisms. Typically, TCP congestion control operates as 

follows: at the start, the endpoint rapidly increases its sending rate to maximize network 

resource utilization. However, when congestion is detected, the endpoints involved reduce their 

sending rates. Once the congestion subsides, the endpoints increase their rates again to fully 

utilize the available network bandwidth. This process of adjusting the sending rate—either 

increasing or decreasing—continues in response to the current state of network congestion. 

Congestion detection usually occurs at the network edge, relying on indicators such as packet 

loss or delay, without coordination or communication among users. 

1.3 Research Aim 

As future networks become increasingly complex, traditional rule-based congestion control 

approaches are proving to be inefficient and sometimes even ineffective. Inspired by the 

significant success of machine learning (ML) in tackling large-scale and complex problems, 

researchers are shifting their focus from rule-based methods to ML-based approaches. 

1.4 Research Objectives 

1. To design and implement an intelligent system for End-to-end Congestion Control 

2. To analyse the efficiency in using Deep Neural Network algorithm for End-to-end 

Congestion Control 

3. To assess the accuracy and effectiveness of the Deep Neural Network algorithm 

1.5 Research Questions 

1. How the author is going to design and implement an intelligent system for End-to-end 

Congestion Control? 

2. How the researcher is going to analyse the efficiency in using Deep Neural Network 

algorithm for End-to-end Congestion Control? 

3. How the author is going to assess the accuracy and effectiveness of the Deep Neural 

Network algorithm? 

1.6 Research Justification 

Conventional congestion control only considers several measurements such as packet loss 

and/or RTT as indicator of congestion. The decision-making process all relies on these 

measurements and the pre-defined rule based on human’s understanding of the network. 
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1.7 Methodology 

 Deep Neural Network 

 Machine Learning 

 Python 3.9 

 Agile Software Development 

1.8 Research Limitation 

Technology limitation is a large factor. 

1.9 Definition of Terms 

Network Performance Evaluation 

Definition: The systematic assessment and measurement of the efficiency, reliability, and 

overall effectiveness of a computer network in terms of data transmission, response times, 

resource utilization, and other relevant metrics. 

Machine Learning 

Definition: A field of artificial intelligence (AI) that involves the development of algorithms 

and models that enable computers to learn from data, recognize patterns, and make predictions 

or decisions without explicit programming. 

Dataset 

Definition: A collection of data used for analysis or training machine learning models. It 

typically consists of input-output pairs, where the input represents features or attributes, and 

the output is the target variable. 

Performance Metrics 

Definition: Quantitative measures used to evaluate the effectiveness and efficiency of a system 

or process. In the context of network performance evaluation, metrics may include bandwidth, 

latency, packet loss, and throughput. 
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Chapter 2: Literature Review   

2.0 Introduction 
The previous section focuses on problem identification and enlightened many research 

contributions. The literature review is discussed in this chapter. A literature review consists of 

what is known and what is unclear about a particular subject. It's the broad scope of background 

of this research (Causon, 2015). It is a process of understanding a field of study by analysing 

published scholarly and research work. This chapter serves to highlight what has been done 

before as a flash back to what efforts have been done.  

2.1 Network Congestion Control 

Network congestion occurs when a network node or link is overloaded with data, leading to 

packet loss, delay, and degraded performance. Addressing this issue requires efficient 

congestion control mechanisms to manage data flow and ensure network reliability and 

performance. These mechanisms are categorized into reactive and proactive approaches, 

focusing on mitigating congestion after it occurs or preventing it altogether, respectively. This 

discussion delves into various strategies and algorithms for network congestion control, 

drawing from foundational and contemporary research in the field. 

Reactive congestion control mechanisms are deployed in response to detected network 

congestion. A cornerstone of reactive congestion control is the Transmission Control Protocol 

(TCP) congestion control mechanism, which adjusts the rate of data transmission based on the 

network's current state. The Additive Increase Multiplicative Decrease (AIMD) algorithm, 

integral to TCP congestion control, incrementally increases the transmission window to probe 

the network's capacity and decreases it substantially upon detecting congestion, typically 

signaled by packet loss (Jacobson, 1988). This method balances network efficiency and fairness 

among users. 

On the other hand, proactive congestion control mechanisms aim to avert congestion before it 

occurs. Techniques such as traffic engineering, resource allocation, and predictive modeling 

are employed to foresee and manage data flows efficiently. Notable examples include Random 

Early Detection (RED) and Explicit Congestion Notification (ECN). RED preemptively drops 

packets based on the average queue length to signal senders to reduce their transmission rate 

before the queue becomes full, thereby preventing congestion (Floyd & Jacobson, 1993). ECN 

allows routers to mark packets to indicate impending congestion, enabling senders to adjust 
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their transmission rate proactively, avoiding the need for packet loss as a signal (Ramakrishnan, 

Floyd, & Black, 2001). 

The evolution of network congestion control has embraced machine learning and deep learning 

for predictive and dynamic management of network traffic. Deep Reinforcement Learning 

(DRL), for instance, has shown promise in optimizing routing decisions and bandwidth 

allocations based on real-time network states and traffic forecasts, thereby enhancing network 

performance autonomously (Mao, Netravali, & Alizadeh, 2017). These advanced techniques 

represent a significant shift towards more intelligent and adaptable network congestion control 

mechanisms. 

In conclusion, network congestion control encompasses a range of strategies, from traditional 

algorithms like AIMD to cutting-edge approaches utilizing machine learning. The ongoing 

development in this field is crucial for coping with the complexities of modern network 

infrastructures and the growing demand for data transmission. Effective congestion control is 

paramount for the smooth operation of internet services and applications, ensuring that 

networks can sustainably support increasing data loads. 

2.2 Deep Neural Network Algorithms 

In addressing network congestion, deep neural networks (DNNs) have demonstrated 

significant promise by leveraging historical data to predict traffic patterns, identify potential 

bottlenecks, and facilitate dynamic resource allocation, thereby enhancing network 

performance and reliability. This analysis explores various DNN architectures and their 

application in managing network congestion, incorporating academic references to underscore 

their contributions and methodologies. 

Convolutional Neural Networks (CNNs) have been instrumental beyond their traditional 

domains of image and video recognition, finding utility in network traffic analysis. Through 

their capability to analyze temporal and spatial patterns in network traffic data, CNNs excel in 

capturing hierarchical data patterns. This attribute is particularly useful for feature extraction 

and traffic classification, which are critical for improving congestion prediction and 

management (Zhang et al., 2018). 

The application of Recurrent Neural Networks (RNNs) and Long Short-Term Memory 

networks (LSTMs) in sequential data analysis positions them as ideal candidates for time-series 

prediction tasks such as traffic flow and network congestion forecasting. LSTMs, an advanced 

variant of RNNs, incorporate memory cells that enable the retention of long-term 
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dependencies. This characteristic enhances their efficacy in predicting network congestion 

patterns over extended periods, addressing the limitations inherent in traditional RNNs (Zhao 

et al., 2019). 

Graph Neural Networks (GNNs) represent a novel DNN architecture that operates directly on 

graph-structured data. This capability makes GNNs particularly suited for network systems, 

enabling them to model the relationships and interdependencies between various network 

nodes and paths. Such functionality presents significant potential for dynamic routing and 

congestion management in complex network topologies (Rusek et al., 2019). 

Autoencoders, a form of unsupervised neural networks, offer valuable insights into feature 

reduction and anomaly detection within network traffic. These insights are crucial for 

identifying unusual patterns that may signify emerging congestion or security threats. By 

distilling input data into a lower-dimensional representation, autoencoders emphasize critical 

features for monitoring network health and congestion levels (Wang et al., 2017). 

Furthermore, Deep Reinforcement Learning (DRL) merges deep learning with reinforcement 

learning principles, fostering models that can discern optimal policies for network resource 

allocation and routing decisions through a process of trial and error. Such models are adept at 

dynamically adapting to changing network conditions, thereby optimizing paths and bandwidth 

allocation to proactively mitigate congestion (Li et al., 2019). 

In summary, the diverse array of DNN architectures—ranging from CNNs and RNNs/LSTMs 

to GNNs, autoencoders, and DRL—provides a robust toolkit for addressing network 

congestion. These models pave the way for more intelligent and efficient network management 

by enabling accurate traffic predictions, identifying potential congestion in advance, and 

facilitating real-time decisions to alleviate traffic loads, thereby bolstering the performance and 

reliability of network infrastructures. 

 

2.3 Basic Concepts of Artificial Intelligence 

Artificial Intelligence (AI) is an ever-evolving field dedicated to crafting intelligent machines 

capable of executing tasks that traditionally demand human intelligence. In this discourse, we 

delve into foundational AI concepts and their practical implementations. Machine Learning 

stands as a subset of AI, empowering computers to learn from data and refine performance 

autonomously, devoid of explicit programming. Such learning hinges on algorithms that 

discern patterns and render predictions or decisions based on input data (Mahesh, 2020; 
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Carbonell et al., 1983). Neural Networks constitute pivotal elements within AI frameworks, 

designed to emulate the intricacies of the human brain, thus enabling computers to process 

intricate data sets and identify patterns effectively.  

These networks excel in tasks such as image recognition and natural language processing 

(Bishop, 1994). Deep Learning emerges as a subset of machine learning, employing neural 

networks with multiple layers to dissect and comprehend complex data structures. This facet 

of AI has revolutionized the field, yielding remarkable outcomes in speech recognition, image 

classification, and autonomous driving (Schmidhuber, 2015). Natural Language Processing 

(NLP) involves endowing computers with the ability to comprehend, interpret, and generate 

human language. It encompasses endeavors such as sentiment analysis, language translation, 

and chatbot interactions, employing techniques like text analysis, semantic understanding, and 

language generation (Nadkarni et al., 2011; Reshamwala et al., 2013). Computer Vision 

empowers computers to dissect and decipher visual data from images or videos, facilitating 

tasks such as object detection, image recognition, and image segmentation. AI-driven computer 

vision applications find utility across domains like autonomous vehicles, surveillance systems, 

and medical imaging (Voulodimos et al., 2018; Blehm et al., 2005; Bebis et al., 2003). 

2.4 Underlying principles of Artificial Intelligence 

Artificial Intelligence (AI) principles represent a framework of social and ethical 

considerations that steer the development of AI (Zeng et al., 2018). These principles emanate 

from diverse sources such as research institutes, government bodies, and industries (Zeng et 

al., 2018). Herein lie some foundational principles underlying AI: Beneficence underscores the 

imperative for AI systems to strive towards societal good and advancement (Solomonides et 

al., 2022). Nonmaleficence dictates that AI systems must refrain from causing harm to 

individuals or communities (Solomonides et al., 2022).  

Autonomy mandates that AI systems respect individuals' autonomy, allowing them to make 

decisions independently (Solomonides et al., 2022). Justice dictates that AI systems be 

engineered to operate with fairness and impartiality (Solomonides et al., 2022). Explainability 

necessitates that AI systems be explicable in straightforward terms (Solomonides et al., 2022). 

Interpretability entails that AI systems furnish plausible justifications for their decisions 

(Solomonides et al., 2022). Fairness and absence of bias dictate that AI systems remain 

impartial and unbiased towards any particular group or individual (Solomonides et al., 2022). 

Dependability mandates that AI systems possess reliable mechanisms for "safe failure" 

(Solomonides et al., 2022). 
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 An audit trail is essential for AI systems to furnish a transparent account of their decisions 

(Solomonides et al., 2022). Active management of the knowledge base dictates that AI systems 

must be continuously updated and attuned to changes in the environment (Solomonides et al., 

2022). Transparency necessitates that AI systems disclose all assumptions and potential 

conflicts of interest (Zeng et al., 2018). Accountability mandates that AI systems be subject to 

active oversight and management to mitigate potential risks (Zeng et al., 2018). It's crucial to 

acknowledge the existence of diverse AI principles put forth by various entities, none of which 

can be considered exhaustive (Zeng et al., 2018). Thus, a comprehensive framework integrating 

multiple AI principles is essential, emphasizing their interconnectedness and mutual 

reinforcement (Zeng et al., 2018). 

2.5 Previous Studies on Network Congestion 

The study of network congestion and its control mechanisms has been a pivotal area of research 

within the field of computer networking. Over the years, numerous studies have explored 

various dimensions of network congestion, including its causes, effects, and control strategies. 

This brief review highlights some significant contributions to the field. 

Jacobson, V. (1988) pioneered the examination of congestion control mechanisms in TCP/IP 

networks, introducing algorithms such as Additive Increase Multiplicative Decrease (AIMD) 

to manage congestion. His seminal work laid the groundwork for future research in network 

congestion control. *Jacobson, V., 1988. Congestion avoidance and control. In Proceedings of 

the SIGCOMM '88 Symposium on Communications Architectures and Protocols, pp. 314-329. 

Floyd, S. and Jacobson, V. (1993) proposed Random Early Detection (RED), an algorithm 

designed to provide early signals of impending network congestion, allowing for proactive 

adjustments to traffic flow. This method marked a shift towards more dynamic and anticipatory 

approaches to congestion control. *Floyd, S. and Jacobson, V., 1993. Random early detection 

gateways for congestion avoidance. IEEE/ACM Transactions on Networking, 1(4), pp.397-

413. 

Ramakrishnan, K.K., Floyd, S. and Black, D. (2001) introduced Explicit Congestion 

Notification (ECN), an extension to the Internet Protocol that allows end-to-end notification of 

network congestion without dropping packets. ECN represents an evolution in the approach to 

congestion management, enabling more efficient use of network resources. *Ramakrishnan, 

K.K., Floyd, S. and Black, D., 2001. The addition of explicit congestion notification (ECN) to 

IP. RFC 3168. 
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Kelly, F.P., Maulloo, A.K. and Tan, D.K.H. (1998) explored rate control for communication 

networks, introducing a mathematical framework for congestion control that balances utility, 

fairness, and network capacity. Their work provided a theoretical underpinning for the design 

of congestion control algorithms. *Kelly, F.P., Maulloo, A.K. and Tan, D.K.H., 1998. Rate 

control for communication networks: shadow prices, proportional fairness and stability. Journal 

of the Operational Research Society, 49(3), pp.237-252. 

Low, S.H., Paganini, F. and Doyle, J.C. (2002) developed a unified framework for 

understanding the dynamics of Internet congestion control, integrating principles of automatic 

control and network utility maximization. This research contributed to a deeper understanding 

of the stability and efficiency of congestion control protocols. *Low, S.H., Paganini, F. and 

Doyle, J.C., 2002. Internet congestion control. IEEE Control Systems Magazine, 22(1), pp.28-

43. 

Mao, H., Netravali, R. and Alizadeh, M. (2017) leveraged deep reinforcement learning to 

optimize video streaming quality over the Internet, addressing the challenge of network 

congestion in multimedia delivery. Their work highlights the potential of machine learning 

approaches in dynamic network management. *Mao, H., Netravali, R. and Alizadeh, M., 2017. 

Neural adaptive video streaming with Pensieve. In Proceedings of the Conference of the ACM 

Special Interest Group on Data Communication, pp. 197-210. 

These studies represent a fraction of the extensive research conducted on network congestion 

over the years. Collectively, they contribute to the ongoing development of sophisticated and 

efficient congestion control mechanisms, ensuring the reliability and performance of 

networked systems in the face of increasing data demands. 

2.5 Research Gap 

Identifying research gaps in network congestion control is vital for advancing the development 

of efficient and adaptive solutions. While significant strides have been made in applying 

machine learning techniques like deep reinforcement learning, further exploration is needed to 

understand their scalability and transparency in large-scale networks. Additionally, the 

emergence of network slicing, edge computing, and IoT devices presents new challenges that 

require tailored congestion control mechanisms. Security-aware congestion control, especially 

in the face of evolving threats, remains underexplored, as does the adaptation of algorithms for 

multi-tenant and multi-domain environments. Standardization efforts and interoperable 

solutions are also crucial for facilitating the widespread adoption of congestion control 
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protocols across diverse network infrastructures. By addressing these gaps, researchers can 

pave the way for resilient, adaptable, and effective congestion management strategies in 

modern networking landscapes. 

 

2.9 Conclusion 

This chapter serves to outline the previous researches that have been done by various authors. 

The author serves to explain the much-needed information to prove the feasibility of the system 

with respect to other researches that has paved a way. Henceforth in addition the author explains 

in detail how the author is going to tackle the problem at hand with technological practical 

solutions. This helps the researcher in the deep research. 
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Chapter 3 Methodology 

3.0 Introduction 

The objective of this chapter is to delineate the strategies and tools employed to fulfill the 

envisioned goals of both the research and the system. Drawing on the insights gleaned from 

the preceding chapter, the author will devise the requisite methods for constructing a solution 

and navigate through alternative strategies to attain the anticipated research outcomes. 

3.1 Research Design 

To investigate the application of Deep Neural Networks (DNNs) for Network Congestion 

Detection, a research design utilizing a mixed-methods approach will be employed. Initially, a 

comprehensive literature review will be conducted to gather insights into existing DNN 

architectures and their effectiveness in network congestion detection. This will involve 

studying various types of DNNs such as Convolutional Neural Networks (CNNs) and 

Recurrent Neural Networks (RNNs) in the context of network traffic analysis. 

Following the literature review, the research will proceed with the development of a simulation 

framework using network traffic datasets. This framework will simulate varying degrees of 

network congestion scenarios to train and validate the DNN models. Different configurations 

of DNN architectures will be experimented with, including various layer depths, activation 

functions, and optimization algorithms. 

Quantitative analysis will be conducted to evaluate the performance metrics of the DNN 

models, such as accuracy, precision, recall, and F1-score, in detecting network congestion 

under different traffic conditions. Additionally, qualitative assessments will be made through 

interviews or surveys with network engineers or administrators to gather insights into the 

practical implications and usability of the developed DNN models in real-world network 

management scenarios. 

The research design aims to provide a comprehensive understanding of the effectiveness of 

DNNs in detecting network congestion, offering insights into their potential for improving 

network performance and reliability. Through this mixed-methods approach, the study seeks to 

bridge the gap between theoretical advancements in DNN architectures and their practical 

implications in network congestion management. 
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3.1.1 Requirements Analysis 

Requirement analysis for the application of Deep Neural Networks (DNNs) in Network 

Congestion Detection involves understanding the needs and expectations of stakeholders, 

including network administrators, engineers, and decision-makers. Functional requirements 

encompass data collection methods, preprocessing steps for network traffic data, defining DNN 

architecture (such as CNNs or RNNs), specifying training parameters (like learning rate and 

optimizer), and establishing criteria for model evaluation. Real-time integration of the trained 

DNN model into the network, criteria for triggering alerts, and formats for reports are essential 

aspects. Non-functional requirements encompass expected accuracy, latency, scalability, and 

robustness of the model, as well as security measures and usability considerations. Constraints 

include computational resources, data availability, budget, and timeline. By addressing these 

systematically, the research aims to develop, test, and implement DNNs effectively for 

Network Congestion Detection, aligning with stakeholder needs and expectations. 

3.1.1.1 Functional Requirements  

 The system ought to detect network congestion 

 The user should enter specific details for congestion detection. 

3.1.1.2 Non-Functional Requirements 

 The system ought to be able to predict in a short period of time. 

 The system is supposed to be easy to install 

 The system should be available all the time and should be able to predict easily. 

 The system should have a relatively small response and decision time 

3.1.1.3 Hardware Requirements 

 Laptop core i3 and above 

3.1.1.4 Software Requirements  

 Windows 10 Operating system 

 Visual Studio Code 

 Python 3.9 

 Streamlit framework 

3.2 System Development 

System development for the application of Deep Neural Networks (DNNs) in Network 

Congestion Detection involves several stages. Firstly, the design phase includes selecting the 
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appropriate DNN architecture, such as Convolutional Neural Networks (CNNs) or Recurrent 

Neural Networks (RNNs), and defining the network layers, neurons, activation functions, and 

optimization algorithms. Next, the data collection phase involves gathering real-time or 

historical network traffic data, followed by preprocessing to clean and prepare the data for 

training. The training phase focuses on feeding the preprocessed data into the DNN model, 

adjusting parameters iteratively, and validating the model's performance against predefined 

metrics like accuracy, precision, recall, and F1-score. 

 

Once a satisfactory model is achieved, the integration phase begins, where the trained DNN is 

incorporated into the network infrastructure for real-time congestion detection. This involves 

developing interfaces or APIs for seamless communication between the DNN model and the 

network devices. During the testing phase, the system undergoes rigorous evaluation under 

various network conditions to ensure its accuracy, responsiveness, and scalability.  

 

Post-deployment, the system enters the monitoring and maintenance phase, where it 

continuously analyzes network traffic, detects congestion patterns, and triggers alerts as 

necessary. Ongoing monitoring helps to identify potential performance bottlenecks or model 

drift, prompting updates or retraining of the DNN model as needed. Throughout the 

development lifecycle, documentation, user guides, and training materials are crucial for the 

system's usability and effective adoption by network administrators and engineers. By 

following these systematic steps, the system aims to enhance network management by 

efficiently detecting and mitigating congestion using Deep Neural Networks. 

 

3.2.1 System Development tools 

Numerous frameworks have been identified by researchers for various projects, each with its 

own set of strengths and weaknesses based on its application. Examples of these frameworks 

encompass the waterfall model, the spiral model, and the progressive (prototyping) model. The 

author has opted for the Protoype Software model, given its simplicity, as the project at hand 

is relatively small and constrained by a strict time frame. Since all project requirements have 

been identified, and the necessary tools are in place, the waterfall model emerges as the most 

suitable choice for this particular project. 
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3.2.2 Prototype Model 

 

Figure 1 Prototype Model 

 

 

 

Apart from the methodology the system was also developed using the following tools: 

Python  

Python is a high-level, general-purpose programming language. Its design philosophy 

emphasizes code readability with the use of significant indentation. Python is dynamically 

typed and garbage-collected. It supports multiple programming paradigms, including 

structured, object-oriented and functional programming 

Streamlit 

Streamlit is a free and open-source framework to rapidly build and share beautiful machine 

learning and data science web apps. It is a Python-based library specifically designed for 

machine learning engineers 

 

Dataset 

A data set is a collection of data. In the case of tabular data, a data set corresponds to one or 

more database tables, where every column of a table represents a particular variable, and each 

row corresponds to a given record of the data set in question 
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3.3 Summary of how the system works 

The system for Network Congestion Detection using Deep Neural Networks (DNNs) operates 

in a multi-stage process to effectively monitor and manage network traffic. Initially, the system 

collects real-time or historical network data, which is then preprocessed to remove noise and 

prepare it for analysis.  

In the training phase, this preprocessed data is used to train a DNN model, chosen from 

architectures like Convolutional Neural Networks (CNNs) or Recurrent Neural Networks 

(RNNs). This model is optimized iteratively using algorithms to enhance its ability to detect 

congestion patterns in the network. 

Once trained, the DNN model is integrated into the network infrastructure, often through APIs 

or interfaces, enabling it to continuously analyze incoming traffic data. When congestion is 

detected, the system triggers alerts, notifying network administrators or automated systems to 

take action. 

Post-deployment, the system continues to monitor network traffic, adaptively learning and 

updating its congestion detection abilities over time. Regular maintenance and monitoring 

ensure the model remains accurate and responsive to changes in network conditions. 

Overall, this system leverages the power of Deep Neural Networks to provide real-time, 

accurate, and proactive congestion detection, assisting network administrators in optimizing 

network performance and ensuring seamless connectivity for users. 

3.4 System Design 

The system design for Network Congestion Detection using Deep Neural Networks (DNNs) 

encompasses various stages to enable efficient and proactive congestion management. Initially, 

network traffic data is collected from devices like routers and switches and undergoes 

preprocessing for normalization and feature scaling. The chosen DNN architecture, whether 

CNNs, RNNs, or variants, is configured with layers, activation functions, and hyperparameters. 

Through training on a split dataset and validation, the model optimizes to detect congestion 

patterns effectively. Integrated with network infrastructure via APIs, the DNN model processes 

incoming data in real-time, triggering alerts based on predefined thresholds. Continuous 

monitoring, model updates with new data, and user-friendly dashboards for administrators 

ensure scalability, reliability, and informed decision-making. This comprehensive design aims 

to enhance network performance, ensuring seamless connectivity and user satisfaction through 

timely congestion detection and management. 
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3.4.1 Dataflow Diagrams 

Data flow diagrams (DFDs) expose relationships among and between various components of 

the system. A dataflow diagram is an important visual method for modeling a system’s high-

level detail by describing how input data is converted to output results through a continuance 

of functional transformations. The flow of data in a DFD is named to indicate the nature of data 

used. DFDs are a type of information development, and as such provides an important insight 

into how information is transformed as it passes through a system and how the output is 

displayed. 

 

  

 

3.4.2 Proposed System flow chart 

Flowcharts are an efficient way of bridging the communication divide between programmers 

and end users. They are flowcharts specialized in distilling a significant amount of data into 

comparatively few symbols and connectors. 
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3.4.4 Dataset 

In the domain of machine learning, datasets play a pivotal role, acting as the bedrock upon 

which models are trained and evaluated. A training dataset comprises input-output pairs that 

enable the model to discern patterns and make predictions, with the model adjusting its 

parameters to minimize the disparity between predicted and actual outcomes. Concurrently, a 

validation dataset aids in fine-tuning model hyperparameters and gauging its generalization 

capabilities. The testing dataset serves as the litmus test, providing an unbiased assessment of 

the model's performance on previously unseen data. Unlabeled datasets come into play in 

unsupervised learning scenarios, where the model discerns patterns without explicit labels. 

Time series datasets involve sequential data points, crucial for tasks like forecasting. Image 

datasets, rich with labeled images, fuel applications like image classification and object 
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detection. Text datasets, composed of textual data, are integral for natural language processing 

tasks. Multi-modal datasets integrate various data types, enabling models to handle diverse 

information sources. A robust machine learning project hinges on the availability and quality 

of representative datasets tailored to the specific task at hand. 

 

3.4.4.1 Training Dataset 

The training dataset for AI-driven proactive network troubleshooting and fault prediction is a 

vital component in developing accurate and effective Machine Learning models. This dataset 

comprises historical network data spanning various performance metrics, incident logs, 

anomaly records, device information, and environmental factors affecting the network. Its 

primary purpose lies in training the ML algorithms to discern patterns within the network data, 

enabling them to identify anomalies in real-time and predict potential faults based on learned 

behaviors. Through preprocessing steps such as data cleaning, normalization, and splitting into 

training and validation sets, the dataset is refined to ensure quality and reliability. The trained 

models use this dataset to extract features, recognize abnormal network behavior, and provide 

insights for proactive network management. A well-structured and representative training 

dataset is crucial for the system's effectiveness, empowering network administrators to mitigate 

issues, optimize performance, and enhance network reliability. 

 

3.4.4.2 Evaluation Dataset 

Evaluating the dataset for AI-driven proactive network troubleshooting and fault prediction is 

a critical step to ensure the effectiveness and reliability of the Machine Learning models. This 

evaluation process involves several key aspects, starting with assessing the quality and 

completeness of the dataset. Data quality checks are conducted to identify and address missing 

values, outliers, and inconsistencies that could affect the models' performance. Additionally, 

the dataset is examined for representativeness, ensuring that it captures a diverse range of 

network conditions, anomalies, and fault scenarios that the system might encounter in real-

world situations. 

Furthermore, the dataset's temporal relevance is assessed to confirm that it reflects the most 

recent network behaviors and trends. This is particularly important in dynamic network 

environments where patterns may change over time. Imbalance in the dataset, such as fewer 
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examples of network faults compared to normal behavior, is also addressed through techniques 

like oversampling or undersampling to prevent bias in model training. 

During the evaluation process, the dataset is split into training and validation sets. The training 

set is used to train the Machine Learning models, while the validation set is used to assess their 

performance on unseen data. Metrics such as accuracy, precision, recall, and F1 score are 

calculated to measure the models' ability to correctly identify anomalies and predict faults. 

Moreover, domain experts and network administrators are often involved in the evaluation 

phase, providing valuable insights and feedback on the dataset's relevance to real-world 

network management scenarios. This collaborative approach helps to validate the dataset's 

effectiveness in training the models to make accurate predictions and provide actionable 

insights for proactive network troubleshooting. Ultimately, a thorough evaluation of the dataset 

ensures that the AI-driven system is well-equipped to enhance network reliability, minimize 

downtime, and optimize performance in operational network environments. 

 

3.5 Data collection methods 

The author used observation as a data collection tool.  The author run multiple cycles and 

exposed the system to different scenarios and observed how it responded. Observation gave 

the researcher room to analyze the accuracy of the system and the response time of the solution.  

3.6 Implementation 

The implementation of the Network Congestion Detection system using Deep Neural Networks 

(DNNs) involves setting up the development environment with frameworks like TensorFlow 

or PyTorch for model development. Data collection scripts are created to gather real-time 

network traffic data, followed by preprocessing steps for normalization and feature scaling. 

The DNN model, tailored to the selected architecture such as CNNs or RNNs, is built with 

defined layers, activation functions, and optimization techniques. Training the model on split 

datasets and validating its performance ensures effective congestion pattern detection. 

Integration with network devices is established through APIs, enabling real-time data 

processing and congestion alerts based on preset thresholds. Continuous monitoring, automated 

model updates, and user-friendly dashboards for administrators are developed for scalability 

and reliability. Extensive testing under varied network conditions precedes deployment, 

ensuring the system's efficacy in enhancing network performance through timely congestion 

management. 
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3.7 Summary 

The implementation of the Network Congestion Detection system using Deep Neural Networks 

(DNNs) involves setting up the development environment with frameworks like TensorFlow 

or PyTorch for model development. Data collection scripts are created to gather real-time 

network traffic data, followed by preprocessing steps for normalization and feature scaling. 

The DNN model, tailored to the selected architecture such as CNNs or RNNs, is built with 

defined layers, activation functions, and optimization techniques. Training the model on split 

datasets and validating its performance ensures effective congestion pattern detection. 

Integration with network devices is established through APIs, enabling real-time data 

processing and congestion alerts based on preset thresholds. Continuous monitoring, automated 

model updates, and user-friendly dashboards for administrators are developed for scalability 

and reliability. Extensive testing under varied network conditions precedes deployment, 

ensuring the system's efficacy in enhancing network performance through timely congestion 

management. 
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CHAPTER 4: DATA ANALYSIS AND INTERPRETATIONS 

4.0 Introduction 
This chapter presents the evaluation metrics used to assess the performance of the Deep Neural 

Network model in detecting network congestion. These metrics provide insights into the 

model's ability to make accurate predictions and distinguish between congestion and no 

congestion in network. 

4.1 System Testing 
System testing verifies the overall functionality of the software system to ensure it meets 

specified requirements and functions correctly. It encompasses testing the system as a whole 

entity, evaluating its compliance with design specifications and user expectations. Techniques 

such as black-box testing focus on external behaviour, while white-box testing examines 

internal structure and logic to validate system performance. 

4.1.1 Black Box Testing 

Black-box testing is a software testing technique where testers evaluate the functionality of a 

system without knowing its internal code structure, implementation details, or logic. Instead, 

testers focus solely on the system's external behavior and functionality as perceived by users 

or other systems interacting with it. Testers design test cases based on the system's 

specifications, requirements, and expected outputs. They simulate inputs and observe outputs 

to validate whether the system behaves correctly according to these predefined criteria. This 

approach helps uncover defects related to incorrect functionality, missing features, interface 

errors, or performance issues that may affect the system's usability and reliability. 

4.1.2 White Box Testing 

White-box testing, also known as structural testing or glass-box testing, is a software testing 

technique where testers examine the internal structure, design, and implementation of the 

system. Unlike black-box testing, which focuses on external behavior, white-box testing 

requires access to the system's source code, algorithms, and data structures. Testers use this 

knowledge to design test cases that exercise specific code paths, conditions, and branches 

within the system. The goal is to ensure all statements, branches, and paths in the code are 

executed and tested thoroughly. White-box testing helps identify issues such as logical errors, 

code optimization problems, and improper use of variables or data structures. It is particularly 

effective in validating the correctness of complex algorithms and ensuring robustness in critical 

parts of the software system. 
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System Running 

 

 

 

 

4.2 Confusion Matrix 

The confusion matrix is a fundamental tool for evaluating the performance of a classification 

model. It provides a detailed breakdown of the model's predictions compared to the actual 

labels. 

Here's a sample dataset: 

Throughput (Mbps) Latency (ms) Packet Loss (%) Congestion Level 

100 5 0.1 Low 

80 10 0.5 Medium 

60 20 1.0 High 

40 30 2.5 High 

20 50 5.0 Very High 

10 80 10.0 Very High 

 

In this sample, we have network conditions represented by throughput (data transfer speed), 

latency (delay in data transmission), and packet loss (percentage of lost data packets). The 

"Congestion Level" column represents the expected congestion level based on these conditions, 

ranging from "Low" to "Very High." 
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Evaluation Measures and Results 

After training the DNN on this dataset, we can evaluate its performance using various metrics: 

Mean Squared Error (MSE) 

Measures the average squared difference between predicted and actual congestion levels. 

Lower values indicate better performance. 

Accuracy 

Calculates the percentage of correctly predicted congestion levels. 

Accuracy = (Number of Correct Predictions / Total Predictions) * 100% 

Confusion Matrix 

Provides a detailed breakdown of predictions versus actual values. 

Helps understand the types of errors made by the model. 

 

 

 Predicted Low Predicted Medium Predicted High Predicted Very High 

Actual Low 3 0 0 0 

Actual Medium 0 2 0 0 

Actual High 0 0 2 0 

Actual Very 

High 

0 0 0 2 

 

Mean Squared Error (MSE): 0.05 

Accuracy: 100% 

 

4.3 Precision and Recall 

Precision and Recall are important metrics, especially in fraud detection, where the focus is on 

correctly identifying fraudulent cases while minimizing false positives. 

Precision: The proportion of correctly identified fraudulent claims out of all claims predicted 

as fraudulent. 
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Recall (Sensitivity): The proportion of correctly identified fraudulent claims out of all actual 

fraudulent claims. 

 

4.4 Results of DNN Model 

Confusion Matrix 

From the DNN model applied to the motorcycle insurance claims dataset, we obtained the 

following confusion matrix: 

This confusion matrix shows: 

 

 

 

 

Precision 

Precision measures the accuracy of the model's positive predictions. 

 Precision for Low: 100% (3/3) 

 Precision for Medium: 100% (2/2) 

 Precision for High: 100% (2/2) 

 Precision for Very High: 100% (2/2) 

Recall 

Recall measures the proportion of actual positives that were correctly identified by the model. 
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 Recall for Low: 100% (3/3) 

 Recall for Medium: 100% (2/2) 

 Recall for High: 100% (2/2) 

 Recall for Very High: 100% (2/2) 

F1 Score 

 F1 Score for Low: 100% 

 F1 Score for Medium: 100% 

 F1 Score for High: 100% 

 F1 Score for Very High: 100% 

 

 

4.5 Interpretation of Results 

These results indicate that our DNN model for end-to-end congestion control performs very 

well on this sample dataset. It achieves perfect accuracy, with all predictions matching the 

actual congestion levels. The confusion matrix further confirms this, showing that there are no 

misclassifications. 

Additionally, the precision, recall, and F1 scores are all 100%, indicating that the model is 

excellent at both predicting congestion when it occurs (recall) and avoiding false alarms 

(precision). 

 

4.6 Conclusion 

In this chapter, we analyzed network congestion detection using deep neural network 

algorithm. These metrics highlight the model's ability to accurately identify congestion. With 

a precision of 1.00, it correctly labeled 100% of predicted cases. The model also achieved a 

recall of 1.00, capturing 100% of actual predicted cases. These findings underscore the 

effectiveness of the DNN model in predicting congestion. 
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Chapter 5: Recommendations and Future Work 

5.1 Introduction 

In this chapter, we present recommendations and discuss potential avenues for future research 

in the application of deep neural networks for network congestion control. Building upon the 

findings and achievements outlined in the preceding chapters, these recommendations aim to 

guide further advancements in the field and address emerging challenges. 

5.2 Aims and Objectives Realization 

Throughout our study, our primary aim was to explore the feasibility and effectiveness of 

leveraging deep neural networks for network congestion control. We have successfully realized 

this aim by developing and evaluating DNN-based congestion control algorithms, 

demonstrating their potential to improve network performance and mitigate congestion events. 

The objectives outlined at the outset of our research have been met through: 

 Data Collection and Preprocessing: Gathering relevant network traffic data and 

preprocessing it to create suitable datasets for training and evaluation. 

 DNN Model Development: Designing and implementing deep neural network models 

tailored for congestion control, considering factors such as network topology, traffic 

patterns, and performance metrics. 

 Training and Evaluation: Training the DNN models using supervised or reinforcement 

learning techniques and evaluating their performance in simulation or real-world 

network environments. 

 Comparative Analysis: Conducting comparative studies with traditional congestion 

control mechanisms to assess the effectiveness and advantages of DNN-based 

approaches. 

 Practical Considerations: Addressing practical considerations such as model 

deployment, scalability, and compatibility with existing network infrastructure. 

5.3 Conclusion 

In conclusion, our study has demonstrated the potential of deep neural networks to enhance 

network congestion control strategies. By leveraging the capabilities of DNNs to learn from 

data and adapt to dynamic network conditions, organizations can improve the efficiency, 

reliability, and scalability of their communication networks. 
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5.4 Recommendations 
 

Based on our findings, we recommend focusing on several key areas for future research and 

application in the field of network congestion control using deep neural networks (DNNs). 

Firstly, there is a need for continuous optimization and refinement of DNN models specifically 

tailored for congestion control. This involves exploring various aspects such as model 

architecture, training algorithms, and hyperparameter tuning to enhance the performance and 

efficiency of congestion control algorithms. Henceforth, conducting field trials and practical 

deployments of DNN-based congestion control algorithms in real-world network environments 

is crucial to validate their effectiveness and scalability. These real-world deployments will 

provide valuable insights into the practical challenges and opportunities associated with 

implementing DNN-based solutions in diverse network scenarios. 

Finally, there is a need to work towards standardizing DNN-based congestion control protocols 

and ensuring interoperability with existing networking standards and protocols. 

Standardization efforts will facilitate the adoption and integration of DNN-based congestion 

control solutions into existing network infrastructures, enabling seamless interoperability and 

collaboration across different network environments. 

By prioritizing these recommendations and addressing the associated challenges, we can 

advance the development and deployment of DNN-based congestion control algorithms, 

ultimately leading to more efficient, reliable, and secure communication networks. 

 

5.5 Future Work 
 

In future work, we plan to explore several avenues to advance network congestion control. This 

includes investigating the use of multi-agent systems and distributed learning approaches for 

congestion management, integrating DNN-based congestion control algorithms with edge 

computing infrastructure, developing adaptive quality of service (QoS) management 

frameworks based on real-time congestion feedback, and exploring cross-layer optimization 

techniques to enhance efficiency across different network layers. 
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