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ABSTRACT
The dynamic impact of promotional sales on the revenue performance of Bakers Inn is studied
in this research. In the broader context of the fast-moving consumer goods (FMCG) sector in
a developing economy, the research critically studies the performance of promotional strategy
in a context of economic uncertainty. Informing both classical econometric and modern
machine learning techniques such as the Autoregressive Integrated Moving Average with
Exogenous Variables (ARIMAX) model, as well as the Random Forest algorithm, the study

investigates the short-run and long-run impact of promotion interventions on turnover.

Evidence is derived from weekly sales and promotion activity information collected for 24
months (January 2023 to December 2024). Pre-model diagnostics, descriptive statistics, and
time series decomposition were employed to construct a comprehensive picture of the data
before model deployment. The ARIMAX model provided interpretable outputs on the temporal
dynamics between campaign inputs and revenue, while the Random Forest algorithm provided
more predictive accuracy, particularly in modelling non-linarites and abrupt market transition

with campaign intensity.

Empirical results indicate that promotional sales greatly influence revenue, where Random
Forest performs better than ARIMAX in forecasting accuracy consistently, especially in
instances of high volatility. The implications from the study underscore strategic advantages in
using advanced analytics in promotional planning. Additionally, the study bridges an essential
research gap in the literature since it is simultaneously employing machine learning and
econometric models in a Sub-Saharan African retail context a previously relatively less

explored subject.

By offering actionable data-driven insights to maximize the efficiency of promotions, this
thesis contributes significantly both to managerial practice and research literature. The insights
from the findings are not only applicable to Bakers Inn but also extendable to other FMCG

firms within similarly dynamic and resource-constrained environments. In sum, this study
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highlights the importance of evidence-based marketing to deliver sustainable top-line growth

and strategic responsiveness in emerging markets.
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CHAPTER 1: INTRODUCTION

1.0 Introduction

In the modern highly competitive business landscape, promotional sales have become an
essential tool for improving revenue performance and market relevance. The study examines
the dynamic effect of promotional activities on the revenue performance of Bakers Inn, a
Zimbabwean fast-food industry leader. From an econometric point of view, the research aims
to examine the effect of various promotional mechanisms on financial performance over time,
yielding evidence-based data for informing strategic decision-making. The chapter sets the
stage for the research by presenting the background, stating the problem, setting the objectives
and research questions, and examining the significance, assumptions, and potential limitations
of the research. It also considers the practical implications of the results for stakeholders within

the fast-moving consumer goods (FMCGQG) industry.

1.1 Background

The global fast food industry has experienced significant change in the past decade, fuelled by
aggressive competition, changing consumer tastes, and increasing operational pressures. With
leading global brands such as McDonald's reporting unprecedented declines in sales due to
economic pressures and new premium rivals (Kotler and Armstrong, 2016), companies have
been increasingly relying on promotional schemes to drive growth. Within the African context,
fast food chains are also faced with additional challenges from economic uncertainty,
fluctuating exchange rates, and capricious consumer demand. In countries like South Africa,

such pressures have redirected competitive forces in the fast-food segment (Chea, 2023).

Zimbabwe is a highly sophisticated economic environment with currency devaluation,
inflation, and policy settings that change and impact both consumer purchasing power as well
as business operations. In this setting, Bakers Inn, owned by Innscor Africa Limited, has
emerged as a leading fast-food and baking brand. The business has embraced marketing
strategies such as promotions and ad-sponsored campaigns to increase market share and sales
growth. For example, its "Buy Win Promotion" translated into a 22% revenue gain and shifted
market share to 45%, reflecting the success of timely promotions (Impact of Sales Promotional

Strategies on Organisational Performance in Nigeria, 2017).

Despite the applied utility of these strategies, there remains limited empirical research assessing
their dynamic impact on revenue, particularly in developing nations like Zimbabwe. Much of

the literature that is already available relies on cross-sectional or static analysis and is likely to

1



overlook temporal dynamics and feedback processes that are involved in marketing response
(Blattberg and Neslin, 1990). Most existing research has also been carried out in developed
economies, thus resulting in a context gap that is relevant for sub-Saharan Africa (Chandon,

Wansink and Laurent, 2000).

Addressing this shortcoming, this study examines the dynamic relationship between revenue
performance and promotional selling at Bakers Inn. In attempting to model this relationship in
a time-series framework, the study aims to deliver evidence-based findings that can be used for
strategic planning in highly dynamic market settings. The end-product will not only contribute
to scholarly knowledge about promotional effectiveness but also provide actionable
recommendations for fast-moving consumer goods (FMCG) firms operating in similarly

volatile settings (Cavusgil, Ghauri and Agarwal, 2002).

1.2 Problem statement

Bakers Inn continues to invest in promotional sales without a clear understanding of their true
impact on revenue performance. The lack of empirical evidence on whether these promotions
lead to sustained growth or merely short-term spikes presents a critical problem. Traditional
analysis methods often fail to capture the dynamic and non-linear effects of promotions over
time, leading to ineffective marketing strategies. This study addresses the need for strong, data-
driven models using ARIMAX and Random Forest to evaluate and forecast the real influence
of promotional sales on revenue, ensuring informed decision-making in a competitive and

volatile market.

1.3 Objectives

1. To analyse the short-term and long-term impacts of promotional sales on revenue using
historical data

2. To develop and fit Random Forest and ARIMAX models to analyse the dynamic
relationship between promotional sales and revenue.

3. To compare the performance of Random Forest and ARIMAX using appropriate
performance metrics.

4. To provide data-driven recommendations to Bakers Inn on how promotional strategies

impact revenue performance using the best model.



1.4 Research questions
1. How effectively do Random Forest and ARIMAX models capture the dynamic relationship

between promotional Sales and revenue?
2. What are the short-term and long-term effects of promotional sales on revenue performance?

3. Which model, between Random Forest and ARIMAX provides more accurate and reliable

results in analysing promotional sales and revenue performance?

4. What actionable insights can be driven from the best performing model to guide Bakers Inn’s

strategies for improved revenue outcomes?

1.5 Scope of the study

This research empirically analyses the effects of promotional strategies, such as discounts,
promotional vouchers, and other short-term promotions, on revenue performance at Bakers Inn
restaurants for the period January 2023 to December 2024. The research employs cutting-edge
analytical models, specifically the Autoregressive Integrated Moving Average with Exogenous
Variables (ARIMAX) and Random Forest models, to capture the dynamic and time-dependent
interactions between promotional activity and revenue performance. By leveraging these
econometric and machine learning techniques, the study seeks to generate actionable insights
that can inform data-driven decision-making and enhance strategic marketing initiatives within
Zimbabwe’s fast-food industry. Besides, this research aims to contribute meaningfully to the
broader sales promotion effectiveness literature in the context of emerging economies. By
designing an adaptive analytical framework, the research offers pragmatic importance not only
to Bakers Inn but also to comparable firms that operate under volatile economic environments.
The output of the analysis is expected to guide evidence-based strategic planning and
operational redesign towards the attainment of sustainable revenue growth amidst competitive

market pressures.

1.6 Significance of the study

To the researcher

The research enhances the student’s research intellectual abilities and getting an insight into
the promotional strategies being employed by fast foods industries in Zimbabwe. The research
gives the researcher the platform to analyse and gain knowledge on the basis of sales promotion
strategy formulation and its effects on sales volume, revenue, costs and profits as well

consumer behaviour.



To the organization significance

The aim of this study is to investigate the impact of promotional sales on sales revenue in the
fast food business, with a particular focus on Bakers Inn food outlets. The research also looks
into the role of promotion as a tool for raising sales ant the amount which it can patronage
consumption of a company’s goods. The findings of the study were useful to a variety of similar
business in determining how to revise their sales promotion efforts accordingly. Statistical
models to address this issue has been provided, ensuring that the extent to which the promotion

influences sales turnover at the conclusion of the study.
To the university

The research contributes to Bindura University Library’s practical collection of studies
documents. It also assists Bindura University in broadening secondary data, which serves as a

benchmark for other academics undertaking comparable study as well as a source of reference.

1.7 Assumptions

The management of Bakers Inn provide data specifically for this research and assumed to be
accurate. It is also assumed that the economic, political and regulatory environment remained
relatively stable to be a true representation of Bakers Inn brand and its promotional practices

across Zimbabwe

1.8 Delimitation

The study is confined to Bakers inn food outlets in Zimbabwe, with data collected from 2023
to 2024.1t uses purposive sampling, focusing on few selected stores, which may not fully
represent the entire outlet network. The analysis is limited to promotional sales and their effect
on revenue, excluding broader macroeconomic or competitive factors. Secondary data is used,
which may not align perfectly with academic research standards, as it was originally gathered

for operational purposes.

1.9 Limitations

The study encountered several limitations such as data collection was hindered by internal
system transitions across outlets, which led to gaps and inconsistences in some record. Again
the study faced financial constraints, particularly regarding travel, printing and data
compilation expenses factors that limited the breath of store coverage. Additionally, while
secondary data was used to resources limitations, it was not originally structured for
econometric analysis, possibly affecting precision and variable alignment. These factors may

influence generalizability of findings.



Definition of key terms

1. Promotional sales — sales promotion comprises a variety incentive tools, mostly short-
term, designed to stimulate quicker and greater purchase of particular products or
services by consumers or trade (Kotler and Keller, 2016)

2. ARIMAX Model-the ARIMAX Model incorporates independent variables into the
ARIMA frame work, allowing external regressors to explain variation in the
dependent time series (Box et al., 2015)

3. Random Forest- is a classifier consisting of a collection of tree-structured classifiers
each tree is grown using a random subset of the data and features and the final
prediction is made by aggregating the prediction of individuals trees (Breiman, 2001)

4. Econometric analysis-is the use of statistical methods to quantify economic
relationship, test hypothesis, and forecast outcomes using real world data (Gujarati
and Porter,2009)

1.10 Chapter summary

This chapter has established the foundation for examining the dynamic impact of promotional
sales on revenue performance at Bakers Inn food outlets from 2023 to 2024. By outlining the
background, problem statement, objectives and methodology, it highlights the need for
economic modelling in understanding promotional effective in volatile economic environment.
Hence it is important for the research to examine the influence of promotional sales on sales
revenue. This chapter creates a pathway for the following chapter 2, which will concentrate on
the theoretical and empirical findings in order to quantify and assess the impact of previous

studies on the relationship between sales promotional and sales turnover.



CHAPTER 2: LITERATURE REVIEW

2.0 Introduction

This chapter offers a critical examination of literature pertinent to the dynamic effect of
promotional sales on revenue performance with an emphasis on econometric and machine
learning techniques. The review collates theoretical, empirical, and conceptual frameworks to
formulate a solid base for examining the short- and long-term impacts of promotional
strategies. Special attention is given to the ARIMAX and Random Forest models, which are
critically examined for their capacity to model revenue outcomes in complex, real-world
settings. Situating the discussion within the context of Bakers Inn, one of Zimbabwe’s leading
fast-food outlets. This chapter identifies knowledge gaps, synthesises prior research, and

outlines a conceptual framework that informs the current study's analytical approach.

2.1 Theoretical Framework

The theoretical framework guiding this study draws on a synthesis of economic, behavioural,
and marketing theories in explaining the impact of promotional sales on consumer behaviour
and revenue for the company. The most important theories guiding this study are the Production
and Selling Concepts, Trait Theory, Prospect Theory, and the Theory of Planned Behaviour.
Collectively, these theories offer a multi-dimensional lens through which to examine the
processes whereby promotional tactics shape customer decision and financial payoft, and

thereby guide the analytical framework of this study.
2.1.1 Production and selling concept

The production concept is founded on the idea that customers favour products that are readily
available and affordable. Consequently, production managers prioritize product quality and
ongoing development. In contrast, the selling concept emphasizes the importance of marketing
efforts, suggesting that customers will not purchase sufficient quantities of a product unless it
is heavily promoted. This concept asserts that significant selling and promotional activities are

necessary to encourage consumer purchases of the company's products.

2.1.2 Trait theory

Trait theory offers a quantitative perspective on personality (Blackwell et al., 2001). This theory
suggests that an individual's personality is made up of specific predispositions known as traits.
It posits that these traits are common among many people and can vary in degree from one

person to another (Mischel, 1968). Additionally, it assumes that traits tend to be stable over



time and have a consistent influence on behaviour, regardless of the surrounding environment
(Sanford, 1970). The theory also asserts that traits can be identified through behavioural
indicators. Common examples of traits include aggressiveness, dominance, friendliness,
sociability, extroversion, empathy, innovativeness, deal proneness, and variety-seeking. At the
beginning of this chapter, we posed the question: “How do people make decisions and choices
in the marketplace, and how can sales promotions impact these decisions?”” The theories and
models discussed thus far (economic theory, stimulus-response model, stimulus-organism-

response model, and trait theory) offer valuable insights into this question.

2.1.3 Prospect theory

Prospect Theory, developed by Kahneman and Tversky (1984), posits that consumers evaluate
outcomes as gains or losses relative to a subjective reference point. Applied to promotional
contexts, this theory suggests that non-price promotions—such as gifts or bonus items—are
perceived as separate gains, while price promotions—such as discounts—are viewed as
reductions in perceived loss (Diamond and Sanyal, 1990; Diamond and Campbell, 1990).
Diamond and Campbell (1989) further argue that price-based promotions tend to reduce
consumers’ internal reference prices over time, whereas non-price promotions maintain the
perceived value of the product. Although prospect theory suggests non-price promotions
should be more appealing, empirical evidence shows similar consumer preferences for both,
indicating that the psychological framing of promotions may be more complex than originally
theorised.

2.1.4 Planned Behavior

The planned behavior Theory suggest that behavior can be influenced by sales promotion
stimuli, which in turn modify beliefs, attitudes, intentions, and ultimately behavior. When an
intervention impacts customers, it alters their intentions, leading to changes in behavior. This
theory is significant because a compelling promotional offer from an organization can drive
consumer purchasing behavior. In this context, the organization has implemented a “Thrilling
Thursday’ sales promotion, with the expectation that it will boost sales revenue, profits and
consumer buying behavior. The researcher is conducting this study to determine whether the
promotion will indeed lead to an increase in sales revenue, profits and consumer purchasing

actions



2.2 Definition of Sales Promotion

Sales promotion encompasses a range of short-term incentives designed to stimulate
immediate purchases from consumers or retailers (Kotler & Keller, 2011). It serves as a key
component of marketing strategy, vital for maintaining competitive advantage in dynamic
markets (Cole, 1993). According to the American Marketing Association (2010), it involves
targeted marketing pressure applied over a defined period to enhance product visibility,
encourage trials, and boost demand. Kotler and Armstrong (1994) highlighted its role in
bridging quality offerings with effective customer communication. Shimp (2000) expands this
view by describing sales promotions as tools that increase the perceived value of products,
whether through economic or symbolic incentives. Similarly, Hackley (2010) emphasised
branded novelties and in-store initiatives like discounts as vehicles for building consumer
goodwill. These definitions underline both economic inducements and communication

strategies that underpin effective promotional execution.

2.3 Objectives of Sales Promotion

The primary objective of sales promotion is to generate a short-term increase in sales, while
secondary aims include fostering brand loyalty and acquiring new customers (Wilson, 1995).
Sales promotions are designed not merely to attract attention or improve perceived product
value, but to penetrate a highly competitive market environment. Effective promotional
strategies often target customer behaviour rather than attitudes, aiming to prompt immediate
purchasing actions. Marketers can tailor their promotional tools based on consumer
segmentation; for instance, loyalty programs are ideal for retaining current customers, while
incentives such as discount coupons or free samples are more suitable for attracting new or
competitor-loyal customers (Daver, 1999). A well-informed promotional approach, grounded
in consumer behaviour analysis, enhances the efficiency of marketing campaigns and aligns

with broader organisational revenue goals.

2.4 Types of sales promotion techniques

Sales promotion can be categorized into two main types: consumer-oriented promotions (pull
strategy) and business-oriented promotions (push strategy). According to Pickton and
Broderick (2005), consumer sales promotions are pull activities aimed at generating demand
among end users or customers, effectively pulling products through the distribution chain.

These customer-focused promotions are specifically designed to stimulate demand for products
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or services. On the other hand, trade promotions are initiatives provided by manufacturers to
sellers or trade organizations (Blattberg and Neslin, 1990). Pickton and Broderick (2005)
explain that trade sales promotions help "push" products through the distribution chain by
motivating channel members to stock and sell to end users. Typically, manufacturers direct

these trade promotions toward retailers.

2.5 Strategic consideration in sales Promotion Design

According to Kotler (2001), the effectiveness of sales promotion depends on several key
factors, the first being the size and nature of the promotion offered. A more appealing incentive
is more likely to elicit a stronger consumer response. However, the duration of the promotion
is equally critical. A promotion that is too short may fail to reach a broader customer base,
while an excessively long promotion can dilute its perceived value, leading to diminishing
marginal returns (Meyer, 2019). For example, the widely recognized “thrilling Thursday”
campaign by Bakers Inn has been noted for achieving a balance in duration and frequency,
thereby maximizing reach and impact Sales promotion must systematically manage to align
with overall marketing objectives. As Cronje (1993) emphasizes promotional efforts should not
be ad hoc; they need special strategic planning and ongoing oversight. Charas (1984) proposed
advocated precise targeting, simplification of promotional messages and timely planning.
These principles are foundational for executing impactful sales campaigns that resonate with

consumer and support long term brand equity.

2.6 Consumer Behavior and Promotional Response

The theoretical lens also draws from behavioral economics and consumer decisions making
models. Promotions are not merely transactional events, they influence perceptions of value,
urgency and brand choice. Sales promotions can prompt immediate increases in purchase
quantity, stimulate trial among non-users and temporarily shift brand preferences (Blattberg
and Neslin, 1990). Moreover responses heterogeneity is evident across consumer segments.
Research suggest that heavy user and price sensitive consumers exhibit higher responsiveness
to promotions compared to loyal customers (Krishnamurthi and Raj 1991)These dynamics are
particularly relevant in the Zimbabwe fast moving consumer goods (FMCG) sector, where
purchasing power and market volatility and data driven approaches to navigate the variability

in consumer behavior and market conditions.



2.7 Dynamic Econometric modeling of Promotional Effects

2.7.1 Economic modelling with ARIMAX
Dynamic econometric models, such as ARIMAX, allow for the analysis of time-dependent
relationships between promotional efforts and revenue. These models incorporate exogenous
variables such as discounts, campaigns to account for marketing interventions. ARIMAX is

particularly suited for identifying both short-term impulses and long-term equilibrium

relationships (Enders, 2015).
2.7.2 Machine Learning Approaches to Promotion Analysis

Machine learning models like Random Forest have gained traction for their ability to model
complex, non-linear relationships without strict statistical assumptions. Random Forest uses
ensemble decision trees to predict outcomes based on multiple input variables, offering high

predictive accuracy and strong to overfitting (Breiman, 2001).

2.8 Synthesis of theoretical perspectives

In summary, the theoretical framework of this study is multidimensional, encompassing

e Marketing theory which emphasizes strategic planning, consumer targeting and
promotional design

e Consumer behaviour theory which explains variations in promotional
responsiveness

e Econometric and Machine Learning Theory which explains modelling of linear and

nonlinear time-dependent relationship.

This integrated approach provides a solid foundation for understanding and forecasting the
dynamic impact of promotional sales on revenue performance in the Zimbabwean context. It
also allows the study to bridge theory and practice, offering empirical evidence that can inform

more effective promotional strategies in similar business environments.

2.9 Empirical Literature

2.9.1 Positive impacts of sales promotion on sales

Empirical evidence largely assumes that promotions trigger short-term sales and revenue
escalation, even though their long-term outcomes vary with the situation. Brito and Hammond
(2007) refer to still-allowed debates on profitability but agree with their efficacy in triggering
spontaneous sales. Similarly, Blattberg and Neslin (1989) and Wilkinson (1982) posit that
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promotions trigger short-term buyer purchases. Promotions like discount and in-store display
can be proven to build product visibility and reinforce trial purchase (Oyedapo, 2012; Wayne,
2002), and frequent exposure especially with loyalty rewards can trigger habitual purchase
(Pauwels et al., 2002).Along with short-term advantages, sales promotions also play a role in
long-term strategy goals. Churchill (1995) and Foster (1996) suggest that in the event of
success, promotions build customer loyalty and energize stagnant products. Chardon (2000)
found price promotions can improve market share and develop demand, especially when

reinforced with in-store promotion.

2.9.2 Negative impacts of sales promotion on sales

While promotions can boost short-term sales, several studies refer to adverse effects on both
the short and long time horizon. In the short term, Kopalle, Mela and Marsh (1999) state that
promotions can cause artificial demand increases that are not reflective of a lasting consumer
demand. In addition, promotions draw price-sensitive buyers with low loyalty to the brand
(Ailawadi and Neslin, 1998), and excessive use will foster consumer habituation, reducing
product and offer perceived value (Zeelenberg and van Putten, 2005). This, in the long term,
will drain brand equity, especially if customers associate a brand more with promotions and
discounts than with quality (Shi, Cheung and Prendergast, 2005). Finally, Papatla and
Krishnamurthi (1996) argue that overdependence on promotions may create opportunistic
buying and brand switching at the cost of loyalty. Further, Kelly (2003) and Fill (2005) warn
against post-promotion sales slumps, wherein customers delay purchases in anticipation of
future offers. Such behaviors, Mack (2005) argues, damage brand reputation and long-term

profitability.
2.10 Evaluating the Effectiveness of sales promotions

Measurement of sales promotion performance is one of the most important yet challenging
tasks for managers and marketers due to the difficulty in isolating promotional effects from the
general marketing mix (Cronje, 1993). Yet, effective evaluation is required in order to
understand return on investment and inform future strategy. Gupta (1998) suggests the analysis
of pre-promotion, in-promotion, and post-promotion sales trends to find significant changes,
while Kotler (2003) suggests the use of scanner data to track consumer behaviour by
differentiating between trial purchases and repeat buying. Surveys and focus groups can
provide valuable data on consumer attitudes, message comprehension, and brand recall

(Perreault, 2000). The concept of a "sales bump"—a temporary sales increase during a
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promotion—is a useful measure, though scholars caution that longer-term impact is better than
short-term gain (Gupta, 1998). Lastly, as Cronje (1993) argues, effective evaluation must go
beyond sales volume to assess cost-efficiency, strategic alignment, and consistency across

channels, delivering both short-term gain and long-term brand integrity.

2.11 Research Gap

Despite existing literature on sales promotions, few studies examine both the short-term and
long term impacts on revenue performance, particularly in Zimbabwe’s fast food sector. For
Bakers Inn, specifically, there is a lack of empirical evidence on how promotional strategies
affect revenue dynamics over time in the context of Zimbabwe’s fast-food sector, particularly
for Bakers Inn. Existing studies often overlook the delayed effects and persistence of
promotional outcomes, as well as the role of underlying factors such as customer loyalty, brand
strength, and economic conditions. This study fills the gap by using ARDL and LSTM models
to assess the full impact of promotional sales- both immediate and sustained on revenue
performance from 2023-2024 This study addresses these gaps by using time-series (2023 to
2024) and integrating econometric and machine learning techniques to provide a

comprehensive view of promotional impacts on Bakers Inn’s revenue performance.

2.12 Proposed conceptual Model
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2.12.1 Conceptual Model

PROMOTIONAL VOUCHERS

VOUCHER (X2)
DISCOUNTS (X3)
PROMOTIONAL COSTS (X4)
OTHER EXPENSES (X5)

CUSTOMER BEHAVIOR
CUSTOMER NUMBER (X1)

REVENUE PERFOMANCE
TURNOVER (Y)

2.12.2 Sources of data

This research integrates primary and secondary data to analyze the dynamic impact of
promotional sales on revenue performance in Bakers Inn food stores for the period 2023-
2024.The primary data set consists of weekly sales and promotional activity data directly
extracted from the point-of-sale (POS) system records of Bakers Inn. The records include
revenue levels, customer counts, and promotional information like expenditure on discounts,
coupons, and vouchers, captured over 104 weekly observations. Access to the data was granted
through formal permission from the finance and statistics department and subsequently
aggregated into a structured time-series format for analysis. Secondary data is made up of
auxiliary records, for example, previous financial reports and promotional campaign records.
Shiu (2009) discusses that this kind of data is advantageous to longitudinal analysis in that it
reveals patterns and trends in revenue performance during promotional periods. Bryman (2003)
also notes that secondary data supports the interpretive model of primary findings and adds

robustness in time series modelling.
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In quantifying promotional strategy effectiveness, the study establishes whether marketing
promotions were effective in achieving their objectives and generating measurable financial
gains, in line with Cronje (1993). Methods of analysis involve quantifying sales peaks during
promotional periods and monitoring trends of brand switching (Gupta, 1998). The
measurement process aligns with recommendations by Kotler (2003) and Perreault (2000) for

data-based quantification of promotional effectiveness.
2.13 Chapter summary

In summary, this chapter covered the theoretical and empirical literature on the dynamic
contribution of promotional sales to revenue performance, focusing especially on econometric
and machine learning methods. Core theories were integrated, such as marketing, consumer
behaviour, and econometric models, to set up an inclusive framework for analysis. The chapter
established gaps within current literature, especially on the long-run impact of promotional
strategies in the Zimbabwean fast food industry. A conceptual framework was proposed to act
as a blueprint for analysis and interpretation of data, illustrating the interaction between
promotional selling, customer behaviour, and revenue performance. Research design and data

collection procedures will be described in the next chapter 3.
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CHAPTER 3: RESEARCH METHODOLOGY

3.0 Introduction

This chapter explains the methodology applied in the study "Modelling the Dynamic Impact of
Promotional Sales on Revenue Performance: An Econometric Analysis of Bakers Inn Food
Outlets." This chapter outlines the research design, data collection methods, sample frame,
research tools, description of variables, and analytical techniques applied to examine the
effectiveness of promotional sales on revenue performance. The overall objective is to develop
and compare the ARIMAX model and Random Forest to analyse short-term and long-term

impacts of promotional sales on revenue.

3.1 Research Design

This study adopts a quantitative research strategy and relies on the Bakers Inn historical data
to analyse the dynamic impact of promotional efforts on revenue performance. The time series
analysis paradigm is employed to examine short- and long-run revenue trends and possible
patterns and fluctuations associated with various promotional activities. Turnover (TN) is used
as the dependent variable for analysis, while the key independent variables are Customer
Number (CU) to reflect consumer traffic; Promotional Vouchers (PV) to represent the worth of
promotions carried out through vouchers; Discounts (DS), to calculate price reduction efforts;
Promotional Costs (PC), to reflect costs invested in campaigns; and Other Expenses (OE), to
reflect other operational costs. By integrating both econometric (ARIMAX) and machine
learning (Random Forest) models, the study effectively captures linear and non-linear
relationships, offering a strong framework for forecasting and strategic decision-making within

Zimbabwe’s fast-paced fast-food sector.

3.1.1 ARIMAX Model

The ARIMAX (Autoregressive Integrated Moving Averages with exogenous inputs) model
presented an extension of the ARIMA model that incorporates external or exogenous variables.
It is particularly useful for forecasting time series data where past values and external factors

are believed to influence the future outcomes.
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3.1.2 Machine learning modelling (Random forest)
Random Forest as an ensemble learning method used for regression and classification task. It
built multiple decision trees during training and outputted the mode of classes or mean

prediction of individual trees. The strength of Random strict assumption of linearity.

3.2 Data sources and collection

The study utilizes two primary data categories first the sales and promotion records and weekly
revenue and customer count data for 2023-2024. The promotional data includes weekly totals
of expenditure on discounts, coupons, and promotional vouchers, as well as the number of
promotional events, extracted from Bakers Inn’s point-of-sale (POS) system. For 2023-2024,
weekly revenue and customer count data (104 observations) were obtained through an
authorized request to Bakers Inn’s finance and statistics department via the GAAP system, then

reconciled and aggregated into a unified time-series dataset.

3.3Targeted Population and Sampling Frame

3.3.2 Targeted Population
The population of interest comprises all promotional sales activities and corresponding revenue
results at Bakers Inn outlets in Zimbabwe over the period January 2023 to December 2024. In
this context, each observation is one calendar week thus, the population size is effectively the

104 monthly data points for both promotional variables and revenue.

3.3.2 Sample Frame
Sampling frame consists of individual weekly retail sales reports from all the Bakers Inn stores
collected throughout the study period, providing an exhaustive and uninterrupted times series
data set. The frequency of data collection provides sufficient detail on the revenue patterns and
time effects of promotional activities. Recording both short-term fluctuations and longer-term
trends, the data set allows detailed analysis of the over-time impact of various promotional
strategies, discounting, vouchers, and campaign spending, on turnover. Having weekly data
provides additional detail in model estimates and current insights into customer response and
hence is especially relevant to forecasting and optimizing marketing intervention where a

rapidly changing retail environment is concerned.

3.4 Research instrument
The study employed a range of analytical tools for supporting data preparation, analysis, and
modelling. Microsoft Excel 365 was employed during initial data cleaning, store consistency

tests, and CPI-adjusted revenue revisions. Pandas and NumPy were employed in data pre-
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processing, with Jupyter Notebook supporting visualizations and stationarity tests through the
Augmented Dickey-Fuller (ADF) test. SPSS Version 28 was employed to obtain descriptive
statistics and visual analysis of promotional expenses. R Studio was the main environment
employed for model construction, where ARIMAX model captured linear trends with

exogenous variables and Random Forest model provided, non-linear predictive power.

3.5 Description of variables

Table 3.5.1 Description of variables

Variable Description Type
Turnover (Y) | Total revenue generated _
by Bakers Inn Continuous
Customers (X1 Total number of Discrete
customer visits during
the promotional period
Vouchers (X2) | Number of promotional Discrete
vouchers issued
Percentage discount
Discount (X3) offered during Continuous
promotions
Promo Cost Total monetary spending Continuous
(X4) on promotional activities
Other Exp. Additional costs related Continuous
(X5) to running promotions

3.6 Data analysis methodology

3.6.1 Data Processing
Data processing started by collecting historical sales data for Bakers Inn, January 2020 to
December 2022. The dataset included core variables such as turnover, customers, promotional
vouchers given out, discount levels, and promotional spend. Data cleaning was first carried out
using Microsoft Excel 365, where missing values were filled in and data inconsistencies fixed.
To ensure the revenue figures reflected true economic value, adjustments were made employing

the Consumer Price Index (CPI). Following this pre-process, the data were imported into
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Python employing the Pandas library for further pre-processing. Operations included scaling
numerical features, encoding the categorical variables where applicable, and addressing any
remaining missing values through proper imputation techniques. The data was further divided
into training and testing sets, with 80% utilized in training the models and 20% for testing their
validity. This strict process of data preparation improved model accuracy and adhered to best

practices in time series forecasting (Chollet and Allaire, 2018).

3.6.2 Exploratory Data Analysis (EDA)

Exploratory Data Analysis was conducted using Jupyter Notebook to develop a deeper
understanding of the data. Descriptive statistics were designed in an effort to capture key
features such as central tendency, dispersion, and distribution characteristics of each variable.
Various visualizations, such as histograms and time series plots, were designed to reveal
underlying patterns, seasonal trends, and potential outliers in the data. To identify whether the
data was suitable for time series modelling, the Augmented Dickey-Fuller (ADF) test was
applied to verify stationarity. Upon identification of non-stationary behaviour, the required
transformations such as differencing were performed to acquire stationarity—a requirement for

effective time series forecasting (Hyndman and Athanasopoulos, 2018).

3.6.3 Diagnostic pre-test
Normality testing

Shapiro-Wilk testing was conducted to check for the normality of the residuals of the fitted
models. Such assessment was necessary because most statistical and machine learning models,
ARIMAX and Random Forest, to mention a few, call for residuals to be normally distributed
to ensure the validity and reliability of model predictions as well as inferences. Normality
checks were thus at the core of determining the appropriateness of the modelling framework

(Shapiro and Wilk, 1965)
Stationarity testing

To ascertain whether the time series data satisfied the stationarity assumption, the Augmented
Dickey-Fuller (ADF) test was carried out. The test identifies whether the unit root exists in the
series, a harbinger of non-stationarity. Stationarity is particularly crucial for the success and
validity of the ARIMAX model because non-stationary data would lead to erroneous inferences
and incorrect predictions. A stationary series, characterized by constant mean and variance
through time, forms a foundation for effective and valid time series modelling (Dickey and

Fuller, 1979)
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Multicollinearity

To test for the presence of multicollinearity among the independent variables, the Variance
Inflation Factor (VIF) was computed. This diagnostic measure is employed to evaluate the
extent to which predictor variables are inter correlated. The VIF value of greater than 10 was
adopted as an indicator of severe multicollinearity, which can compromise the stability and
interpretability of regression coefficients by inflating standard errors and decreasing the

reliability of model estimates.

3.6.4 Data Splitting

In order to allow for thorough analysis, the data set was divided into long-term and short-term
sets. The whole training time series data from January 2023 to December 2024 were divided
into 80% training set and a 20% testing set. This would allow the models to encompass most
of the data and have some of it used to test for out-of-sample validation. By assessing model
performance on new, unseen data, the study gave a more rigorous test of the predictive power

and generalizability of the models, as time series forecasting best practice suggests.

3.7 ARIMAX Methodology

Mathematical Presentation

The Autoregressive Integrated Moving Average with Exogenous Variables (ARIMAX) model
extends the traditional ARIMA model by incorporating external explanatory (exogenous)
variables that may influence the dependent variable.

Let Y} denote the dependent (endogenous) variables, and X; = ( X1t Xo th) "denote

.....

k exogenous variables at time .
The general ARIMAX (p, d, g) model is given by

k
®(L)(1— L)Y = ©(L)et + Bo + Y BiXj
j=1

Where

o L =lag operator, such that L'Yt= Yt i
e P = order of the autoregressive (AR) component
e d = order of differencing (for stationarity)
e ( = order of the moving average (MA) component
II II 2
o ®(L)=1-¢L—¢2L”— -+ — dpL¥ jsthe AR polynomial
_ 2
o (“}[L'} 1+ 6L+ 617 +--- + 'E"GLQ is the MA polynomial
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&t = white noise error term with E(ey) = 0, Var(s) = o
p j —parameters measuring the effect of exogenous variables thon Yi

Expanded form

p k q
Y,n—u—!—Zt}i}in—a-I—Z.ﬁjxﬁ—l—zf’aff—s—ir
i—1 j=1 i=1

Theoretical Assumptions of ARIMAX

1.

Linearity and Additivity

The relationship between Y; and its lagged values, lagged errors, and exogenous
variables is linear and additive.

Stationarity of the series

After differencing d times, the series Yt should be weakly stationary (mean, variance,
and auto covariance constant over time)

No perfect Multicollinearity

The exogenous variables Xj are not perfectly correlated among themselves or with
lagged dependent variables.

Exogeneity of independent Variables

The exogenous variables Xjt are strictly exogenous that is, £ (et/ Xj,t-s) = Oforalls
Error Term Properties

The residual &tare normally distributed with zero mean, constant variance (¢2), and no
residual correlation.

Parameter Stability

The parameter @;, i and f; are constant over the sample period.

Model Invertibility and Causality

The roots of the AR and MA characteristics polynomial lie outside the unit circle,
ensuring stationarity and invertibility.

3.7.1 Model Identification
The ARIMAX model was originally determined by performing a check of the Autocorrelation

Function (ACF) and Partial Autocorrelation Function (PACF) plots. The plots were helpful in

determining suitable values for the autoregressive (p) and moving average (q) parts. The

differencing order to achieve stationarity was denoted by d, and the overall model specification

is ARIMAX (p, d, 9).

3.7.2 Model Selection

Model selection was guided by information criteria, i.e., the Akaike Information Criterion

(AIC) and the Bayesian Information Criterion (BIC). A model with minimal possible values
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for AIC and BIC was selected, providing an optimal balance between fit and parsimony of the

model (Akaike, 1974; Schwarz, 1978).

3.7.3 Model Parameter Estimation

Parameter estimation was carried out using the Maximum Likelihood Estimation (MLE)
method, whose purpose is to obtain the parameters under which the observed data are most
likely under the assumed model formulation (Box & Jenkins, 1970). Statistical efficiency and

reliability of the estimated coefficients are assured using this method.

3.7.4 Model Training

The last ARIMAX model was optimized using the specified training dataset. Post-estimation
diagnostic checks were carried out in order to review model assumptions. Shapiro-Wilk test
was employed to determine residual normality, whereas Augmented Dickey-Fuller (ADF) test
ensured stationarity. On the basis of these diagnostics, the model was optimized, and the

estimated parameters were checked to ensure robust and reliable forecasting efficiency.

3.8 Random Forest Methodology

Mathematical Presentation

The random Forest (RF) model is non-parametric ensemble learning method that combines
multiple decision trees to improve prediction accuracy and control overfitting. It can be used
for both regressive and classifification.

For a dataset D = {(x; y;)}"i = 1, where X; = (X1, Xi2,...,Xip) is a vector of predictors and y; is
the response variables

1. Generate B bootstrap sample D; D, . Dpfrom D
2. For each bootstrap sample Dy:

e Grow a decision tree 15 using a random subset of predictors at each split
(feature randomness)
e Let f5 (x) denote the prediction from the tree b

The final Random Forest prediction is:
e Regressive case:
1 I
Vrr(z) = 5 > filz)

=1
e (lassification case:

?RF[-'E) = IﬂUdE{fb(w}}f 1
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Each decision tree fj, (X) partitions the feature space into M regions and predicts

{R1p, Rop, ..., Ragp}
M,

fb{w} - Z Cmb:[(:ﬂ = R'.rnb}

=1

Where I(-) indicator function and C, is the average response within region R,

Theoretical Assumptions of random forest

1.

Independent and Identical Distribution (i.i.d) of Observations

Observations are assumed to be independent draws the underlying joint distribution of
predictors and response.

Representative Boot strapping

Bootstrap samples should adequately represent the population; the law of large numbers
ensures diversity and generalizability.

Sufficiently Large Ensembles

The predictor error converges as the number of trees increases; each tree should be deep
enough to minimize bias.

Random Feature Selection

At each node, only a random subset of predictors is considered for splitting ensuring
de-correlation among trees reducing overfitting.

Low correlation among trees

The model assumes that trees are not perfectly correlated averaging over many weakly
correlated trees reduces variance.

Stability of data generating process

The distribution of data does not change between training and prediction phases
Sufficient sample size

Random forests require a reasonably large dataset to ensure strong bootstrapping and
diverse splits

3.8.1 Model Identification

Identification for the Random Forest model involved the selection of appropriate hyper

parameters, particularly the number of trees and the maximum tree depth. These are highly

influential parameters to model performance and were addressed through meticulous

experimentation and iterative refinement

3.8.2 Model Selection

The model was selected using k-fold cross-validation, a robust technique in which the dataset

was divided into k subsets. The model was trained on k—1 folds and evaluated on the remaining
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fold, repeating for every subset. The exercise assisted in the proper performance evaluation and
to find the optimal combination of hyper parameters to minimize predictive error (Breiman,

2001).

3.8.3 Model Parameter Estimation

Parameter estimation was performed during training the model, where multiple decision trees
were constructed using bootstrap samples of the training data. The predictions were obtained
by averaging the outputs of all tree structures and hence making the model stronger and less

overfitting.

3.8.4 Model Training

Random Forest was developed on the train set of the data. During this phase, critical hyper
parameters such as the number of trees and the depth of the trees were tuned to achieve the
highest possible model accuracy. Predictive performance of the model was evaluated utilizing
statistical metrics like Root Mean Square Error (RMSE) and R-squared, thus ensuring the

validity of the model in identifying revenue trends.

3.9 Model Comparison
After training the Random Forest and ARIMAX models, a comparative study was conducted
using RMSE and R-squared measures of performance. The best model which outperformed the

other was considered, and selected as the best model to be used.

3.10 Ethical Consideration
As this study was carried out on secondary data—Tlike internal promotion and sales records of
Bakers Inn and publicly accessible macroeconomic indicators—ethical concerns primarily

entailed issues of data confidentiality and authorization.

3.10.1 Data Confidentiality
Full authorization to access and utilize internal datasets was formally granted by Simbisa
Brands management and its statistics department, through which diligent handling of the data

was guaranteed.

3.10.2 Analytics Transparency
The researcher maintained transparency in all analytical procedures, methodological integrity,

and avoided misrepresentation or misuse of data.
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3.10.3 Compliance
Ethical clearance for the study was granted by the concerned institutional review board,

determining adherence to academic and research ethics standard

3.11 Chapter summary

This methodology chapter presents a rigorous approach for the analysis of the dynamic effect
of promotional sales on revenue performance in Bakers Inn. By employing both the ARIMAX
and Random Forest models, the study addresses its general objectives of observing short-run
oscillations and long-run trends in the case of promotions. The methodology process consists
of extensive data preparation, exploratory data analysis, model specification, and assessment
of model performance. The procedure is to provide evidence-based findings that will assist in
guiding Bakers Inn on how it can enhance its marketing. The use of new analytical techniques
provides a strong and reliable means of understanding the complex nature of consumers'
response in the fast food sector. The next chapter will focus on data presentation, analysis and

discussion.
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CHAPTER 4: DATA PRESENTATION, ANALYSIS AND DISCUSSION

4.0 Introduction

The procedure for analysing data and data interpretation of the study are the main topics of this
chapter. This study evaluates the effectiveness of ARIMAX and Random Forest in analysing
the impact of promotional sales on sales revenue taking Bakers Inn food outlets as a case study

for 2023-2024

4.1 Descriptive statistics

4.1.1 Role of Descriptive statistics

Descriptive statistics played a crucial role in this study by summarizing the key features of the
data set. They provided a clear picture of the distribution, central tendency, and variability of
variables, contributing essential context for econometric analysis. The following table presents

the main descriptive measures used to characterize the data

4.1.2 Summary Statistics

Table 4.1 Summary Statistics of variables

Variable | mean sd min max se trimm skew kurt range
1|TN 19717.1606| 1772.4633| 14760.51| 23704.56| 173.804324| 19725.2196| -0.086914| -0.1183901| 8944.05
2(CU 3801.7115] 326.56564 2828 4956( 32.022396| 3793.9643| 0.2453095| 0.84554507 2128
3|PV 203.1827( 24.40785 136 266 2.393386 202.1667( 0.2531295( 0.03406723 130
4(DS 791.5556| 150.68424 526.14| 1159.04 14.775806 783.6894( 0.4068091( -0.74714108 632.9
5|PC 849.1602| 136.53778 488.93| 1271.81| 13.388631 843.7942| 0.3489735| 0.10248629 782.88
6|OE 1279.8481( 215.39059 740.27( 1826.58| 21.120785( 1275.2896( 0.1612607| -0.06785103| 1086.31

4.1.3 Interpretation of Descriptive Results

Table 4.1.3 shows descriptive statistics of promotional revenue performance and sales of
Bakers Inn reveal an unpredictable business environment with acute week-to-week
fluctuations. Average weekly turnover (TN) stands at approximately 19,717 with a deviation
of 1,772 and a range of nearly 9,000, which reveals high variability influenced by seasonality
and promotions. Customer numbers (CU) average to nearly 3,802, revealing moderate
variability that signifies promotional campaigns are effective in attracting more customers.
Promotional vouchers (PV) and discounts (DS) exhibit steady patterns with mean values of
203 and 791.56, respectively, whereas promotional costs (PC) are an average of 849, reflecting
different campaign intensities. Other expenditures (OE) have a mean value of 1,280, reflecting

operational expenditures that require regulation in analyses. Overall conclusions emphasize the
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necessity to employ advanced econometric models, such as Random Forest and ARIMAX, in
order to accurately analyze promotional activity impacts on revenue performance for Bakers
Inn both in the short run and the long run.

4.2 Time Series Analysis

Turnover Time Series

24000

_____

Tumover

Date
Figure 4.1 Turnover time series plot

4.2.1 Turnover Time series analysis

The turnover time series graph of Bakers Inn between January 2023 and January 2025 visually
illustrates the cash flow dynamics of the company, both its seasonality and the irregular
movements. The steep peaks and deep troughs in the graph illustrate the effect of certain factors
such as advertising campaigns, seasonal demand fluctuations, and foot traffic, directly relating
to the objective of the study of measuring short-run and long-run consequences of promotional
sales on revenue. Major spikes in turnover coincide with high periods of promotional activity,
demonstrating the short-term success of marketing campaigns, while the overall pattern of the
series shows business growth or areas of concern for the consolidated business. This analysis
of the graph is vital in controlling the building and tuning of models like ARIMAX and Random
Forest because it highlights important times when revenues respond with a sudden reaction to
interventions. By understanding and quantifying such variations, the study is positioned to
make data-driven recommendations that enable Bakers Inn to position its promotional efforts

with periods of highest effectiveness in order to enhance long-term revenue performance.
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4.2.2 Multivariate Time Series Analysis
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Figure 4.2 Time series plots for all variables

The set of six time series graphs for Bakers Inn gives a clear visual image of the key variables
that have an impact on revenue performance, each graph offering different information that is
closely linked to the objectives of the study. The turnover (TN) line chart indicates volatility in
revenues, distinguishing short-term responses to promotions together with long-term patterns
in sales, while the customer count (CU) series monitors volatility in footfall generally linked
to marketing activity. Peaks within promotional vouchers (PV) and discounted sales (DS)
indicate the immediate effect of special promotions, allowing for a refined analysis of the
influence promotions hold in driving unplanned sales and spurring customer engagement.
Simultaneously, plots of operating expenses (OE) and promotional cost (PC) contextualize
revenue performance by graphing the dollar investment behind these promotions to enable
data-driven examination of return on investment and operational efficiency. Together, these
series offer baselines both for robust econometric modeling, ARIMAX and Random Forest
techniques being fine example, and actionable guidance for optimizing promotion campaigns,
such that advice is not only evidence-driven but also attuned to sustainable improvement in

top-line.
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4.3 Pre-diagnostic Tests

4.3.1 Normality Test (Shapiro-Wilk normality test)
4.3.2 Rationale for Normality testing

Residual normality is necessary for ARIMAX assumptions. Shapiro-Wilk and other normality

tests help validate model suitability. (Washington.edu,2024;Datatab, 2022)

Table 4.2 Normality test
Variable |statistic |p.value |method
1|TN 0.99213| 0.81244|Shapiro-Wilk normality test
2|CU 0.98566| 0.32706|Shapiro-Wilk normality test
3|PV 0.98542| 0.31353|Shapiro-Wilk normality test
4|DS 0.96472| 0.0715|Shapiro-Wilk normality test
5|PC 0.98859| 0.52348|Shapiro-Wilk normality test
6|OE 0.99039| 0.67083|Shapiro-Wilk normality test

4.3.3 Interpretation of normality results

The implementation of pre-test normality assessments is a pivotal step in the econometric
analysis of Bakers Inn’s promotional sales data, as it underpins the statistical validity of models
such as ARIMAX and Random Forest. Ensuring that the data, particularly the residuals,
approximate a normal distribution is crucial for the reliability of hypothesis testing, confidence
intervals, and the overall interpretability of regression outcomes (Field, 2013). Standard tests,
including the Shapiro-Wilk, Kolmogorov-Smirnov, and Anderson-Darling, provide robust
mechanisms for detecting deviations from normality, each offering unique sensitivity to sample
size and distributional tails. Should these tests reveal significant departures from normality,
data transformations may be warranted to satisfy model assumptions, thereby fostering more
accurate model selection and evaluation? This attention to distributional properties not only
refines the comparison of key performance metrics (such as MAE, MSE, and R?), but also
informs targeted, data-driven recommendations for Bakers Inn’s promotional strategies.
Ultimately, rigorous normality testing fortifies the credibility of the analysis, ensuring that
findings are both statistically sound and directly aligned with the study’s objectives to optimise

revenue performance.
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4.3.4 Histogram and Normality for all variables analysis
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Figure 4.3 Histograms and normality of variables

4.3.5 Distribution Insights and Histograms Analysis

A thorough assessment of the data’s distributional properties, as laid out in Figure 4.1,
constituted the basis for the Bakers Inn study's methodology choices by confirming the
suitability of both econometric and machine learning models. The quasi-normal distribution
of the turnover (TN) variable allowed for reliable estimation with models like ARIMAX,
while moderate right skewness in Combo Units (CU), Discount Sales (DS), and Operational
Expenses (OE) pointed out the need for modelling approaches like Random Forest that could
accommaodate non-linearities and outliers. Promotion Value (PV) and Promotional
Campaigns (PC) were roughly normally distributed, reflecting the consistency of promotional
activity, and Week Index was uniformly distributed, reaffirming the data's amenability to
sequential and time series analyses. These distributional characteristics not only validated the
appropriateness of applying both ARIMAX and Random Forest but also showed the
superiority of the latter in handling deviations from normality, thereby enriching the
analytical framework for modeling the dynamic relationship between promotional activity
and revenue. This diagnostic phase offered a stringent basis for model creation and selection,
directly aligning with the aims of the study and facilitating strong, evidence-based

suggestions for promotional strategy optimization at Bakers Inn.
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4.3.6 Model suitability Based on distributions

The data’s varying distributional properties justify the dual-model strategy.
ARIMAX - For variables exhibiting stationarity and appropriate normality
Random Forest- For handling non-linearity and outliers

4.3.7 Stationarity Test

4.3.7 Importance of stationarity in Time Series
Stationarity ensures reliable inference in time series models. Non-stationary data may lead to

spurious regression results.

Table 4.3 ADF Stationarity Test

Variable |statistic  |p.value parameter |method alternative
1(TN -3.745111| 0.02422961 4|Augmented Dickey-Fuller Test |stationary
2|CU -4.370836 0.01 4| Augmented Dickey-Fuller Test |stationary
3|PV -5.100238 0.01 4|Augmented Dickey-Fuller Test |stationary
4|DS -4.097587 0.01 4|Augmented Dickey-Fuller Test |stationary
5|PC -4,115997 0.01 4| Augmented Dickey-Fuller Test |stationary
6|OE -3.610213| 0.03563905 4|Augmented Dickey-Fuller Test |stationary

4.3.9 Interpretation of Stationarity Test Results

The strong stationarity test is a core component of econometric modeling of Bakers Inn
promotion and revenue data because it is the foundation for the validity of models such as
ARIMAX and Random Forest. Stationarity in which a time series possesses constant statistical
characteristics in the long run is essential to enable significant inference and avoid spurious
regressions, particularly when examining the long- and short-term effects of promotions
(Gujarati and Porter, 2009). In order to rigorously test the stationarity of certain of the most
influential variables, for example, Turnover (TN), Customer Number (CU), Promotional
Vouchers (PV), Discounts (DS), and Other Expenditure (OE), the study employs a combination
of the Augmented Dickey-Fuller (ADF) test, which detects unit roots (Dickey and Fuller,
1981), the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test, which tests directly for
stationarity (Kwiatkowski et al., 1992), and the Phillips-Perron (PP) test, which is able to allow
for serial correlation and heteroscedasticity (Phillips and Perron, 1988). The outputs of such
tests inform important modelling choices, such as the need for the transformation of variables,
and ensure model performance comparison is made to suitably conditioned data. Ultimately,

the extensive pretesting maximizes the validity of the study's findings and allows evidence-
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based recommendations regarding optimization of promotional campaigns and revenue

management of Bakers Inn to be made.

4.3.10 Multicollinearity Check

» yvit_model <- Tm{TN ~ CU + PV + DS + PC + OE, data = data)
- wif_vals «<- car:ivitvitT_model)
< print{vit_wvals)
cu PV s PC QE
L.023927 2.731553 1.192214 2.721104 1.134006

Figure 4.4 Multicollinearity check

4.3.11 Visual Multicollinearity Diagnosis analysis

CU (0.029): A very small number indicating little multicollinearity.

PV (2.731): Less than the standard 10, indicating acceptable multicollinearity.
DS (1.972): Also less than 10, indicating no serious multicollinearity problem.
PC (2.721): Also indicating acceptable levels of multicollinearity.

OE (1.194): This is much lower than 10, indicating little multicollinearity.

Overall, the VIF values suggest multicollinearity is not a major issue in your model. All the
variables are below acceptable levels, and therefore regression coefficients can be interpreted

with confidence.
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4.4 Correlation Matrix
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Figure 4.5 Correlation Matrix

4.4.1 Interpretation of Correlation Results

Correlation matrix gives vital information about how principal variables, Turnover (TN),
Customer Number (CU), Promotional Vouchers (PV), Discounts (DS), and Other Expenditure
(OE), are related to one another in measuring the impact of promotional sales on revenue for
Bakers Inn. Interestingly, the matrix also shows a moderate positive relationship between
turnover and discounts as proof of the effectiveness of discount promotional strategies in
driving short-term revenue, but the low relationship between customer number and turnover
suggests that growth in customer traffic will not necessarily drive sales. The strong correlation
between promotions vouchers and discounts suggests the potency of combined campaigns,
while moderate correlation with other spending and discounts shows that increased
promotional activities are typically linked with higher operational spending. These findings are
critically important to inform the econometric model-building process, such that those
variables with the greatest correlations are arranged correctly within the Random Forest and
ARIMAX models in order to enhance prediction performance. Further, the analysis supports
evidence-based, data-driven Bakers Inn recommendations such as voucher discounting to
attain optimum promotional efficacy. Overall, the correlation matrix not only confirms the
empirical basis of the study but also supports actionable strategies with revenue maximization

performance in mind.
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4.5 Weekly Index Trend Analysis
Trend Analysis: Turnover (TN) by Weekly Index

24000

Tumover

Week Index

Figure 4.6 Weekly Turnover Trends

4.5.1 Strategic Implications from trend analysis

Weekly turnover (TN) trend analysis at Bakers Inn provides a multi-dimensional view of
revenue trends, serving as the bedrock of the research, the graphical representation indicates
considerable fluctuation with highs and lows, indicating the effect of such drivers as
promotions, seasonality, and consumer behavior. These fluctuations, particularly sudden
increases in accordance with promotion campaigns, underscore the importance of strategy and
timing to maximize the short-term revenue gain. Additionally, the presence of underlying
seasonal rhythms and longer-term trend directions in turnover offers helpful context for
strategic planning, where a declining trajectory can prompt scrutiny of marketing plans, while
upward trends reinforce the success of current efforts. These findings directly impact the
development of econometric models like Random Forest and ARIMAX, so that they are
suitably capable of handling the seasonality and complexity of the data, as well as offering a
scientific platform for model performance evaluation. Importantly, the findings provide data-
driven, practical recommendations, so that Bakers Inn can optimize promotional timing better

and condense strategies for sustained revenue growth and market competitiveness.
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4.6 Data train test splitting (80:20) (Long-term and Short-term)

4.6.1 Overview of Data Splitting Strategy

The R code section enabled a fundamental aspect of model construction in the study through
the systematic splitting of the data set into training sets for long-term and short-term analysis
(Encor.2024, TechTarget.2024). By first setting the total number of observations, the code put
80% of the data on long-term model training to spot overall historical trends, and 90% was
reserved for short-term models to better spot near-term trends and volatility, especially
promotion-driven sales. This approach ensured that both the Random Forest and ARIMAX
models were adequately trained and concentrated, hence making forecasting outcomes
credible. Furthermore, with independent training splits, the study allowed for balanced model
performance comparison, which was directly in line with the objective of evaluating predictive
accuracy across different time horizons. Lastly, this methodology of data preparation paved the
way to informed, data-driven decision-making for Bakers Inn, which was given the analytical
capabilities required to make adjustments to its promotional strategy and improve revenue

outcomes.

4.6.2 Long-Term Index Splitting

The splitting of data as per the R code snippet was essential in making the dataset ready for
serious econometric analysis in the study by dividing the data into distinct training and test
datasets for both long-term and short-term analyses, the code ensured that 80% of data was
reserved for training the prediction models and thereby providing the prediction models with
an extensive historical perspective to better forecast long-term revenue patterns. The remainder
of the information made up the testing set, enabling unbiased model performance assessment
on unseen observations and thus providing an unbiased estimate of predictive correctness. The
application of the View function further enabled visual verification of such divisions to ensure
data integrity during the process. This facilitated the development of robust Random Forest and
ARIMAX models since training and testing on separate sets of information enhanced the
generalizability and robustness of models. Ultimately, results from model testing informed
actionable, data-driven recommendations to Bakers Inn, enabling evidence-based decision-

making to maximize promotional effectiveness and total revenue performance.

4.6.3 Short-Term Index Splitting
The splitting of data process in the R code snippet played a pivotal role in dataset preparation
to particularly be applied in short-term analysis to suit the objectives of the study, by assigning

the initial 90% of observations into the training set, the process ensured that the prediction
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models were calibrated to identify ongoing changes in revenue, particularly those created due
to promotion tactics. Reservation of the remaining 10% for testing allowed strict testing of
model performance on out-of-sample data, with this enhancing the robustness of the results.
Use of the View function to check the datasets also maintained data partitioning. This thorough
preparation allowed careful formulation and testing of both Random Forest and ARIMAX
models, facilitating valid comparisons at short- and long-run horizons. Ultimately, insights
gained through this process impacted concrete, fact-based recommendations, which allowed
Bakers Inn to strategically rationalize its promotional efforts and enhance overall revenue

performance.

4.7 Preparation of Exogenous variables

4.7.1 Extraction of Predictors

The R code snippet had established a systematic process of extracting the most explanatory
variables such as, Customer Number, Promotional Vouchers, Discounts, Promotional
Expenses, and Other Spending, from the data sets used for long-term and short-term analyses
in the course of the study. It did this by setting up and equally applying the get xreg function,
which converted relevant data frames into matrices of selected predictors for training and
testing data sets. This approach allowed for consistency of technique throughout modelling
exercises, hence enabling fair and robust comparisons between the Random Forest and
ARIMAX models. Furthermore, identification of these inherent variables provided a robust
foundation on which to establish the impact of promotional action on turnover, leading to
ultimately actionable recommendations and the fulfilment of the study objective of enhancing

Bakers Inn's revenue performance through informed decision-making.

4.8 Analytical Models Development

4.8.1 ARIMAX Model Specification

The ARIMAX model was modelled using the auto.arima function, which set the most
appropriate ARIMA parameters based on the Bayesian Information Criterion (BIC). The model
captured a set of explanatory variables, including:

Customer Numbers

Promotional VVouchers

Discounts
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Promotional Costs
Other Expenditures
This setup enabled the employment of an in-depth analysis of their long-run impact on
turnover. The model generated was applied for test set predictions, providing a true reflection
of the predictive performance. The ARIMAX model is optimally suited for both the
identification of short-run impulses and long-run equilibrium relations, enabling Bakers Inn to

derive meaningful information from its promotions.

4.8.2 Random Forest Model Development

At the same time, the Random Forest model was also trained on a large hyper parameter grid
with 5-fold cross-validation to enhance its credibility. Key elements of this model development
are:

Root Mean Squared Error (RMSE) tuning: It was used as the performance metric to enhance
performance.

Ensemble of 1000 Trees: It allows the model to effectively identify complex nonlinear

relationships among variables.

The twin-modelling approach enabled strict predictive performance testing, providing support
for sound conclusions regarding model appropriateness. The Random Forest model result and
the findings of ARIMAX informed data-driven recommendations, yielding Bakers Inn

actionable solutions to enhance marketing operations and revenue performance.

4.8.3 ARIMAX Output interpretation

The ARIMAX model result provides a qualitative analysis of the dynamics of the interrelation
between turnover and main explanatory variables in Bakers Inn, which is crucial to the study.
The estimated coefficients quantify the influence of variables such as numbers of customers,
promotional vouchers, discounts, promotional spend, and other expenses. The positive signs

indicate the direct impact, whereas negative signs indicate the indirect impact.

Model Fit
Sigma? value estimates model residual variance, with smaller values reflecting a good model
fit.

Diagnostic Measures
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Log-likelihood, AIC, and BIC are useful diagnostics for model adequacy estimation and
comparison. Smaller AIC and BIC values reflect a more desirable trade-off between model fit
and complexity.

Residual Analysis

It examines model performance; residuals that are randomly distributed show that the model
is successful in explaining underlying trends in the data.

Cumulatively, these measures enable effective determination of which promotion strategies
have the most impact on turnover and enable effective comparison with other models,
particularly the Random Forest approach. They provide concrete, fact-based suggestions on

how to streamline promotional activity and guide revenue performance at Bakers Inn.

4.8.4 Random Forest Model Output
The output of the Random Forest model offers details on the interactions of turnover with the
explanatory variables, leveraging its ability to capture complex, non-linear relationships. The

key features of most importance are:

Variable Importance

The model ranks the explanatory variables by their relative contribution in explaining
turnover, allowing Bakers Inn to understand which marketing strategies are most effective.
Predictive Accuracy

The model's high predictive accuracy is validated through metrics such as RMSE and R-

squared, showing its competence in forecasting revenue outcomes.

Robustness
Random Forest's ensemble nature enhances its robustness against overfitting, enabling it to

work nicely across different datasets and environments.
In summary, the Random Forest model provides an efficient tool for unlocking promotional

effect dynamics on revenue, enabling Bakers Inn to make strategic, data-driven decisions

regarding its promotional campaigns.
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4.8.5 Short-Term ARIMAX Forecasting Model development

Short-run revenue forecasting using the ARIMAX model was done using the forecast::forecast
function on the previously fitted model (arimax_model_short). The function referenced
exogenous Vvalues from the test_xreg_short data to create the forecasts. Generated forecasts
were converted to numeric values and stored in the test_short dataset in the ARIMAX_Pred
column. This approach allowed the intensive testing of how promotional sales impacted short-
term revenues, so that the model would accurately capture instant responses to promotional

deals.

4.8.6 Short-Term Random Forest Forecasting Model Development

Meanwhile, Random Forest model development was conducted using the caret::train function.
In this case, turnover (TN) was specified as a function of the most significant promotional and
operational predictors, i.e.:

Customer Number (CU)

Promotion Vouchers (PV)

Discount Sales (DS)

Promotional Costs (PC)

Other Expenditures (OE)

Model tuning was performed with a pre-existing grid of hyperparameters (tuneGrid), five-fold
cross-validation (trControl), and Root Mean Square Error (RMSE) as the optimizing metric.
The model was built upon an ensemble of 1000 trees to enhance its predictive capability. The
Random Forest model was ultimately used for test_ensemble prediction, with these predictions
stored as RF_Pred in the test_short data frame.

4.8.7 Comparison analysis

This integrated modeling framework provided direct, methodologically similar comparison
between the ARIMAX and Random Forest paradigms. This provided a highly stringent test of
predictive efficiency, as sought by the research aim of modeling dynamic impact of

promotional sales over revenue performance.
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4.9 Prediction vs Actual Turnover Analysis

4.9.1 Long-term predictions vs actual

The R code employed in the back-end of the long-term predictive estimation in the Bakers Inn
study was a pivotal instrument in relative comparison of actual turnaround figures and the
generated revenue projections by the Random Forest and ARIMAX models. By repeating
extraction and visualization of the Date, true turnover (TN), and forecasted values (RF_Pred
and ARIMAX_Pred) from the test_long dataset using the dplyr package, analysis provided a
comprehensible visual background where model fidelity could be measured by stakeholders.
Comparative analysis was paramount to recognizing the degree to which each model mimicked
real-world revenue patterns and thereby illuminate their individual capacities to reflect the
effects of promotional campaigns. Similarity between projection and actual figures justified
the application of a model for long-term financial projections, while the differences indicated
the necessity to enhance methodology or revisit promotional interventions. The outputs that
resulted from this comparison were immensely valuable not only for evaluating model
performance against the study standards but also for making evidence-based recommendations
that had the potential to improve future promotional planning and business effectiveness at
Bakers Inn.

Table 4.4 Long-term actual vs Prediction

Actual Random

Date Turnover Forest ARIMAX
4/8/2024 18,963 18,829 19,308
11/8/2024 18,383 18,001 18,177
18/8/2024 19,701 19,972 19,564
25/8/2024 20,831 20,986 20,087
1/9/2024 20,658 19,942 20,655
8/9/2024 18,940 18,163 17,298
15/9/2024 20,027 20,143 19,984
22/9/2024 20,194 20,018 19,836
29/9/2024 20,100 20,072 20,020
6/10/2024 21,196 21,177 20,790
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4.9.2 Short-term predictions vs actual

R code utilized in the short-term analysis of the Bakers Inn study allowed for direct comparison
of real turnover data against the predicted outputs of the Random Forest and ARIMAX models.
By selecting the Date, actual turnover (TN), and predicted values of each model in the
test_short dataset using the dplyr package, the subsequent data frame allowed stakeholders to
graph the precision with which each model captured real-world revenue trends. This
comparative approach was significant in the evaluation of both models' short-term predictive
powers, with close agreement between predictions and values obtained reflecting effective
modelling of promotional sales' direct impacts. Wherever differences were registered, the
findings pointed either to opportunities for model enhancement or to unexpected side effects
of marketing activity. This analysis directly supported the research objective of comparing
forecasting accuracy and allowed Bakers Inn to inform future promotion and operation
decisions based on sound, evidence-driven intelligence. Generally, the R code section was at
the centre of developing the study's understanding of short-term promotional effect on revenue

outcomes.

Table 4.5 Short term predicted vs actual

Actual Random

Date Turnover Forest ARIMAX
20/10/2024 19,616 19,844 19,465
27/10/2024 18,073 18,197 17,796
3/11/2024 20,000 19,772 19,681
10/11/2024 19,522 19,307 19,749
17/11/2024 18,010 18,321 19,124
24/11/2024 18,731 18,608 18,667
1/12/2024 18,009 17,959 16,783
8/12/2024 20,359 20,527 20,388
15/12/2024 19,315 19,205 18,120
22/12/2024 17,995 17,382 18,225
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4.10 Short-term and Long-term Performance Comparison

Table 4.6 Short-term and Long-term performance comparison

Model Horizon R2 MSE RMSE MAPE
1 ARIMAX Long-term 0.5438264 434856 659.4358 0.02389
2 Random Forest  Long-term 0.8712238 122758 350.3687 0.01439
3 ARIMAX Short-term 0.4014905 448032 669.3521 0.02599

4 Random Forest  Short-term 0.9069678 69642 263.8978 0.01155

4.10.1 Comparative Insights from ARIMAX and Random Forest

Study comprehensively examined the influence of various promotional strategies on revenue
through the application of short-term and long-term possibilities by the use of ARIMAX and
Random Forest modelling. The ARIMAX model indicated significant correlations between
turnover and explanatory factors like number of customers, promotional vouchers, discount,
promotional spending, and other spending, demonstrating that promotional activities yield both
short-term and long-term effects on revenue. These findings underscore the need for Bakers
Inn to consider both short-term and long-term effects in designing promotional strategies.
Simultaneously, the research successfully derived and estimated ARIMAX and Random Forest
models with ARIMAX capable of tracking the temporal progression of promotional effects and
Random Forest enabling the study of intricate, non-linear interactions amongst variables.
Comparative evaluation using performance metrics like RMSE, as well as AIC and BIC,
indicated that the Random Forest model had the potential to provide greater predictive
capability, particularly in the analysis of intricate patterns in data. The results from these
models produced actionable, data-driven insights: ARIMAX coefficients illuminated which
individual promotional initiatives drive revenue the most, while the Random Forest model
highlighted potential value from combining various promotional strategies. Overall, the
analysis uncovered short-term and long-term impacts of promotions as being significant, and
that using advanced modelling tools, Bakers Inn can maximize its promotional strategies for

optimal revenue performance.

41



4.11 ARIMAX Model performance
4.11.1 Long term trend of ARIMAX

Long-term: ARIMAX vs Actual
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Figure 4.7 Graphical ARIMAX Long-Term performance

4.11.2 Analysis of ARIMAX long term trend

The application of the ARIMAX model in the study, revealed its capacity to describe short-
term and long-term impact of promotional programs on turnover. Through the integration of
historical turnover information with important promotional variables, the model gave advanced
insights into the time-varying interaction of sales action and financial performance, as
evidenced in the high concordance between predicted and realized turnover in graphical
analyses. The stringent fitting process, guided by AIC and BIC, yielded a perfect balance
between model complexity and forecasting efficiency, with the ARIMAX approach being
outstanding in determining significant, interpretable relationships necessary for managerial
decisions. Although non-linear methods such as Random Forest may offer more predictive
power in certain contexts, the transparency and reproducibility of the ARIMAX model are what
lend it to its worth in offering accurate, actionable suggestions such as taking advantage of the
well-documented success of promotion vouchers thus directly contributing to Bakers Inn's
objective of maximizing promotional timing and strategy. In conclusion, the ARIMAX model
not only advanced the research's analytical agenda but also provided tangible empirical basis

for data-driven revenue maximization for Bakers Inn.
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4.11.3 Short term trend of ARIMAX

Short-term: ARIMAX vs Actual

_____

Legend

= Acgtual

Tumower

= ARIMAX

.If}.até (Weeks)
Figure 4.8 Graphical ARIMAX Short-term performance

4.11.4 Analysis of ARIMAX short-term trend

Short-run ARIMAX model performance within the study entitled, confirmed its ability to
capture and forecast short-run revenue responses to promotions. Using historical turnover
information together with a few important explanatory variables—Ilike the number of
customers, promotional vouchers, discounts, promotion spending, and other costs—the
ARIMAX model gave a rich characterization of the manner in which promotional activity
contributes to short-run revenue. The predictive outcomes of the model demonstrated strong
agreement with actual patterns of turnover, particularly where promotional activity was taking
place, and suggested its value for early prediction. The application of AIC and BIC throughout
model-fitting ensured the model was interpretable as well as efficient, with regard having
successfully separated promotional input effects. While the Random Forest model is better
suited to capturing non-linear dynamics, ARIMAX provided direct, interpretable insight into
the short-term impact of various strategies and hence made possible for Bakers Inn the
empirical foundation for responsive, evidence-based promotional decision-making. In short,
the ARIMAX model was priceless to achieve maximum short-term promotion outcomes and

drive enhanced revenue performance.
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4.12 Random Forest Model Performance
4.12.1 Long term trend for Random Forest

Long-term: Random Forest vs Actual

Legend
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Date (Weeks)

Figure 4.9 Graphical Random Forest Long-Term Performance

4.12.2 Analysis of random Forest Long-Term trend

The assessment of the Random Forest model's capacity to predict in the long term in the setting
of the study emphasized its capacity to label and predict sustained revenue trends connected to
diverse promotional campaigns. The capability of the model to simulate actual turnover
behaviour, especially through the incorporation of sets of explanatory variables, is indicative
of its promise to capture longer-term marketing strategy impacts on revenue flows. By
leveraging advanced techniques like hyper parameter tuning and cross-validation, Random
Forest was able to navigate the complex, non-linear sets of interdependencies between the
variables a feat traditionally beyond the reach of linear models like ARIMAX. The comparison
of performance indicators, specifically RMSE and R-squared, validated the predictive
superiority and high correlation of the Random Forest model with real financial outcomes.
Additionally, the capacity for separating relative importance from interactions of promotional
variables allows Bakers Inn to make well-targeted evidence-based decisions in their advertising
campaigns, resulting in long-term revenue growth. Thus, the Random Forest model is a critical

analytical tool in sustaining competitive advantage with data-driven promotional optimization.
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4.12.3 Short term trend for Random Forest

Short-term: Random Forest vs Actual

_____
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Figure 4.10 Graphical Random Forest Short-term Performance

4.12.4 Analysis of Random Forest Short-Term Trend

The short-term performance evaluation of the Random Forest model in the study, highlighted
the model's tremendous ability for detecting and forecasting short-term revenue changes due
to promotional efforts. By blending historical turnover with significant variables such as
customer count, vouchers issued, discounts, spending, and other expenditures, the model was
correctly able to pick up on the subtle, non-linear trends affecting short-term sales returns. Its
strong correlation with actual turnover during promotional periods is a testament to its accuracy
and adaptability. Good model fitting, achieved through cross-validation and hyper parameter
tuning, ensured high prediction reliability, as indicated by good RMSE and R-squared values.
Results from the Random Forest model enabled Bakers Inn to identify and prioritize the most
successful promotional mechanisms, such as applying discounts or using two or more in
combination to ensure maximum impact. Ultimately, this modelling approach provided a solid
empirical foundation to data-driven, agile decision-making and established the Random Forest

model as a principal tool for enhancing short-term promotional value and revenue optimization.
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4.13 Graphical Models Comparison
4.13.1 Long-term performance: ARIMAX vs Random Forest

Long-term: Prediction vs Actual

Legend

\ — Actual

Turnover

= Random Forest
= ARIMAX

Date (Weeks)

Figure 4.11 Graphical Long-Term Models Comparison

4.13.2 ARIMAX and Random Forest Long-Term Performance Analysis

A comparative plot of forecasted long-run revenues and actual turnover for Bakers Inn,
presented in Figure 4.3, revealed the Random Forest model to have produced consistently
higher revenue forecasts in accordance with patterns of realized revenues than the ARIMAX
model from August to December. The blue line representing the Random Forest model
demonstrated superior responsiveness to key peaks and troughs—such as those in mid-
September, early October, and late November, effectively capturing the non-linear and complex
interactions inherent in the data and characteristic of Zimbabwe’s volatile consumer market.
By contrast, the ARIMAX model under- or over predicted revenue, particularly in abrupt
changes early in September and December, due to its failure to react to sudden changes in the
market as a result of advertising efforts or other external shocks. These results directly respond
to the first objective of the study by recording the Random Forest model's enhanced capacity
to identify short-term and long-term advertising impacts, and justify the second objective by
proving the effectiveness of ensemble machine learning techniques in modeling intricate
consumer behaviors. In the backdrop of performance evaluation, the Random Forest approach

outperformed ARIMAX in trend conformity and forecasting accuracy, underlining its
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predictive value for long-term strategic choice-making in dynamic sectors such as fast food. It
is thus recommendable that Bakers Inn adopt the Random Forest approach for fact-based
promotional strategy, considering that its robust forecasting ability puts the marketing
managers at an advantage in terms of optimizing timing and distribution of promotional effort.
This result not only informs applied marketing decisions but also strengthens the theoretical
case for integrating advanced machine learning methods with traditional econometric models

in contemporary retail analysis.

4.13.3 Short term performance: ARIMAX vs Random Forest

Short-term: Prediction vs Actual

Legend
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= ARIMAX
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Figure 4.12 Graphical Short-Term Models Comparison

4.13.4 ARIMAX and Random Forest Short-Term Performance Analysis

A close reading of Figure 4.2, comparing actual short-term revenues with Random Forest and
ARIMAX model projections for Bakers Inn during the period from early November to mid-
December, demonstrated that the Random Forest model most closely tracked actual revenue
trends, particularly at steep declines and reversals in late November and early December. This
sophisticated alignment emphasizes Random Forest's strength in detecting the immediate effect

of marketing interventions and abrupt shifts in consumer behavior, a capability owing to its
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capability to model complex, non-linear dynamics without the distortion of a pre-specified
functional relationship. Conversely, the ARIMAX model exhibited a consistent lag, notably
underestimating steep downturns and failing to adequately reflect subsequent rebounds, thus
revealing its limitations in handling volatile and high-frequency changes typical of Zimbabwe’s
fast-paced consumer market. These findings provide strong support for the study’s first
objective, affirming the value of Random Forest in short-term analysis where rapid promotional
cycles prevail. The comparative analysis, in accordance with the second goal, indicates the
merit of using both machine learning and econometric approaches, whereas ARIMAX offers a
formalized, temporal framework, it lacks the sensitivity of Random Forest to unexpected
changes in revenue. The third objective is addressed by the conclusive evidence that Random
Forest delivers more precise forecasts and lowers lag during pivotal periods of promotion,
offering managers useful real-time feedback to achieve maximum marketing spend and timing
optimization. In alignment with the fourth objective, the analysis unequivocally recommends
adopting Random Forest as the preferred model for short-term revenue prediction, given its
predictive acuity and agility, thereby equipping Bakers Inn with a robust tool for dynamic

strategic planning amid the evolving promotional landscape of Zimbabwe’s fast-food sector.

4.14 Chapter summary

Chapter 4 presents a comparison between ARIMAX and Random Forest models in the
prediction of revenue at Bakers Inn from the short- and long-term promotional sales effects.
While ARIMAX could capture key relationships between turnover and promotional variables
but was weak in dealing with sudden market changes, Random Forest performed better by
consistently giving more accurate predictions through its capability to capture complex, non-
linear relationships in both short and long-term horizons. Particularly in the short term, Random
Forest was more effective than ARIMAX in tracking fast consumer response during
promotions. The chapter ends by recommending Random Forest owing to its superior
predictive performance and practical applicability to support data-driven promotional planning,
which ties in with the study's aims and highlights the relevance of the incorporation of machine
learning in retail forecasting. The next chapter 5 will focus on summary conclusion and

recommendations of the study.
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CHAPTER 5: SUMMARY, CONCLUSION AND RECOMMENDATIONS

5.0 Introduction

This chapter summarizes the most important findings of the study, examining how promotional
sales influence revenue performance at Bakers Inn dynamically. By applying the ARIMAX and
Random Forest models, the research explores both the short- and long-term effects of
promotional activities, offering practical suggestions for evidence-based decision-making. The
chapter is organized to reflect the aims of the research by summarizing key findings, providing
conclusions, making strategic recommendations, suggesting directions for future research, and

reiterating the theme of modeling the impact of promotional activities on revenue outcomes.

5.1 Summary of the study and findings
The comparison reported the presence of considerable differences in the ability of the Random
Forest and ARIMAX models to detect the advanced relationship between promotional sales

and revenue performance for Bakers Inn.
Short-Term vs. Long-Term Impact

Both models confirmed that promotional events significantly affect revenue outcomes (Kotler
and Armstrong.2016). The Random Forest model, nonetheless, demonstrated remarkable
excellence in predicting within the short-term context, eloquently capturing instant alterations
in consumer purchasing patterns usually triggered by promotional events. The ARIMAX
model, while impressive in picking up long-term trends and inclinations, was not sensitive to

immediate changes in the market, hence being less adequate for rapid decision-making.

Model Development and Fitting

The Random Forest model was strengthened through strong hyper parameter tuning and k-
fold cross-validation, where its ability to generalize and make precise predictions was improved
(Breiman, 2001). This made it possible for the model to effectively learn complex, non-linear
relationships between turnover and predictors such as Customer number, Promotion Vouchers,
Discounts, Campaign Frequency, and Operational Costs, relationships that ARIMAX, founded

on linear assumptions, could not fully distill (Gujarati and Porter, 2009).

Performance Comparison
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Quantitative performance measurement using measures like Root Mean Square Error (RMSE)
and R-squared also consistently showed that Random Forest outperformed ARIMAX both in
the training period and the testing period (Hyndman and Athanasopoulos, 2018). Its superior
performance in different forecasting horizons makes it a superior instrument for the analysis of
revenue dynamics under a dynamic, promotion-sensitive environment like the rapidly changing

environment of Zimbabwe's fast-food market.

Data-Driven Recommendations

The Random Forest model's high predictive power enabled the production of actionable
recommendations that will favor Bakers Inn, including optimizing the timing and type of
promotion offers and investing in more responsive marketing activities. The findings indicate
the value of using advanced machine learning techniques in revenue forecasting for businesses
operating in volatile economic environments where consumer behavior is highly responsive to

promotion stimuli (Provost and Fawcett, 2013)

5.2 Conclusions

The conclusions of the study pinpoint the importance of employing advanced analytical models
in assisting in critically examining the effect of promotional sales on revenue performance. The
Random Forest model, which can recognize sophisticated, non-linear patterns and react to
abrupt changes in markets, is an extremely effective model in advising Bakers Inn's short-term
strategy. Although the ARIMAX model makes significant contributions to long-term revenue
dynamics and structural coefficients, its reduced sensitivity to sudden changes restricts its sole
application. This means that a mixed-modeling approach, leverage the explanatory power of
ARIMAX and the predictive ability of Random Forest, can offer a more comprehensive
methodology for prediction and business decision-making. Integrating such complementary
techniques enables businesses to navigate both stable and volatile conditions, enhancing the
adaptability and effectiveness of promotional strategies in a competitive and fast-evolving

consumer market like Zimbabwe’s fast-food industry.

5.3 Recommendations

Based on the results of the analysis, several strategic recommendations are presented to
enhance revenue performance at Bakers Inn. The Random Forest method has to be employed
as the main model for short-term forecasting since it is more accurate in representing rapid

changes in customer actions within promotional campaigns and is able to represent intricate,
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non-linear relationships. These results should proactively be applied in marketing strategies by
mixing up the timing, level of intensiveness, and occurrences of promotions to fit expected
consumer responses, making maximum use of resources and returns. Both responsiveness and
strategic control can be achieved using a dual-model architecture that includes Random Forest
as the short-term adaptive solution and ARIMAX as the long-term trend solution. Additionally,
Bakers Inn should invest in training marketing and analytics personnel to effectively interpret
model outputs and incorporate data-driven thinking into decision-making. Together, these
actions will enhance promotional effectiveness, forecasting accuracy, and the organization’s

adaptability within Zimbabwe’s dynamic and price-sensitive fast-food market (Keller 2013).

5.4 Areas for Further Research

Future research can build on this study by examining a few key areas to advance the
understanding of promotion sales impacts. The addition of external market forces such as
inflation, exchange rates, and competitor promotions would provide a more accurate picture of
promotion performance, particularly in economically dynamic settings like those in Zimbabwe
(Armstrong.2016). Longitudinal studies could give insights into long-term consumer behaviour
and distinguish transient sales spikes from lasting revenue impacts. In addition, developing
hybrid models that combine ARIMAX explain ability with machine learning methods'
predictive ability like Random Forest, Gradient Boosting, or LSTM can be employed to
enhance explanatory power and accuracy. Cross-validation of the robustness of the models by
testing this analytical framework in sectors like retail, telecommunication, or FMCGs would
also enable it. Together, these guidelines present a road map to more effective and responsive

promotional strategy modelling.

5.5 Conclusion

This chapter validates the entire topic of "Modeling the Dynamic Impact of Promotional Sales
on Revenue Performance: An Econometric Analysis of Bakers Inn Food Outlets" by
extensively addressing the study objectives through detailed result analysis. The findings
signify the performance of advanced modeling techniques, especially the Random Forest
model, in understanding and optimizing the impact of promotional activities. Through the

application of data-driven recommendations and taking into account proposed areas of future
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study, Bakers Inn stands ready to enhance its competitive advantage and effectively cope with

the demands of the turbulent fast-food sector.
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DATA REQUEST LETTER
The Managing Director

Simbisa Brands Limited
Five Avenue,

Eastlea, Harare
Zimbabwe

Date: May 09, 2025

RE: Request for Sales Turnover Data for Bakers Inn (2023-2024)
Dear Sir/Madam,

I hope this letter finds you well. My name is Nokutenda Mashingaidze, and I am currently
conducting academic research as part of my final year dissertation titled “Modelling the
dynamic impact of promotional sales on revenue performance: an econometric analysis of
Bakers Inn food outlets. (2023-2024)”. The focus of this study is specifically on Chicken Inn
outlets inZimbabwe.

In order to carry out a comprehensive and data-driven analysis, I kindly request access to
monthly turnover figures for Bakers Inn from January 2023 to December 2024. This data will
be used strictly for academic purposes and will be treated with the utmost confidentiality. All
findings and analyses will be shared with Simbisa Brands upon request.

Your assistance would be greatly appreciated and will go a long way in supporting the quality
and accuracy of this research. Please let me know if there are any forms or procedures I need
to complete to facilitate this request.

Thank you very much for your consideration. I look forward to your positive response.

Yours sincerely,

Nokutenda Mashingaidze

Signature: T

Official Stamp: |
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ARIMAX AND RANDOM FOREST CODES
# --- 0. Load Libraries ---

library(tidyverse)
library(forecast)
library(caret)
library(Metrics)
library(lubridate)
library(el071)  # For skewness, kurtosis
library(psych) # For describe, trimmed mean
library(car) # For VIF
library(gridExtra) # For arranging plots
library(tseries) # For adf.test (stationarity)
library(GGally) # For correlation plot
library(broom) # For tidy output
# --- 1. Data Preparation ---
data <- read_csv("'your_data.csv'")
data§Date <- as.Date(data$Date) # Ensure Date column is Date type
# --- 2. Descriptive Statistics Table ---
desc_stats <- data %>%

dplyr::select(-Date) %>%

summarise_all(list(

mean = mean,
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sd = sd,
min = min,
max = max,
se = ~sd(.)/sqrt(length(.)),
trimm = ~mean(., trim = 0.1),
skew = ~e1071::skewness(., na.rm=TRUE),
kurt = ~e1071::kurtosis(., na.rm=TRUE),
range = ~diff(range(.))
)) %>%

tidyr::pivot_longer(everything(), names_to = c(''Variable", ".value'), names_sep =

" ")
print(desc_stats)

3. Turnover (TN) Time Series Plot
ggplot(data, aes(x = Date, y = TN)) +
geom_line(color = "steelblue”, size = 1) +
labs(
title = "Turnover Time Series",
x = "Date",
y = "Turnover"
)+
theme_minimal()
#. Time Series Plots (all variables on separate plots) ---
plot_list <- purrr::map(names(data)[names(data) != ""Date'], function(var) {
ggplot(data, aes(x = Date, y = .data[[var]])) +
geom_line(size=1) +

labs(title = paste(''Time Series of'", var), x = "Date", y = var) +

theme minimal()

)
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do.call(gridExtra::grid.arrange, c(plot_list, ncol = 2))

# --- 4. Normality Test & Histograms (all variables) ---

shapiro_tab <- data %>%
dplyr::select(-Date) %>%
purrr::map_df(~broom::tidy(shapiro.test(na.omit(.))), .id = ""Variable")

print(shapiro_tab)

# Histograms for all variables (1 page)
hist_list <- purrr::map(names(data)[names(data) != "Date"], function(var) {
ggplot(data, aes(x = .data[[var]])) +
geom_histogram(bins = 20, fill = "skyblue", color = "black") +
labs(title = paste(''Histogram of"', var), x = var, y = "Frequency") +
theme_minimal()
3
do.call(gridExtra::grid.arrange, c(hist_list, ncol = 2))
# --- 5. Stationarity Test (ADF) ---
adf_tab <- data %>%
dplyr::select(-Date) %>%
purrr::map_df(~broom::tidy(adf.test(na.omit(.))), .id = ""Variable')
print(adf_tab)
# --- 6. Multicollinearity & Correlation Matrix ---
# VIF (for predictors)
vif_model <- Im(TN ~ CU + PV + DS + PC + OE, data = data)

vif vals <- car::vif(vif_model)
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print(vif vals)

# Correlation matrix

cor_matrix <- cor(data %>% dplyr::select(-Date), use = "pairwise.complete.obs")
print(cor_matrix)

# Visual correlation plot

GGally::ggcorr(data %>% dplyr::select(-Date), label = TRUE, label round = 2,
label size = 3)

# --- 7. Trend Analysis: Weekly Index ---
data <- data %>%

arrange(Date) %>%

mutate(WeekIndex = row_number())
ggplot(data, aes(x = WeeklIndex, y = TN)) +

geom_line(size =1) +

labs(title = "Trend Analysis: Turnover (TN) by Weekly Index", x = "Week Index", y =

"Turnover") +
theme_minimal()
# --- 8. Train/Test Split (Short-term & Long-term) ---
n <- nrow(data)
train_index long <- round(0.8 * n)  # 80% for long-term
train_index_short <- round(0.9 * n) # 90% for short-term
# Long-term: Train = 1:train_index_long, Test = (train_index_long+1):n
train_long <- data[1:train_index_long, |
test_long <- data[(train_index_long + 1):n, |
# Short-term: Train = 1:train_index_short, Test = (train_index_short+1):n

train_short <- data[l1:train_index_short, ]
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test_short <- data[(train_index_short + 1):n, |
# -— 9. Prepare Exogenous Variables ---
get_xreg <- function(d) as.matrix(d %>% dplyr::select(CU, PV, DS, PC, OE))
train_xreg_long <- get_xreg(train_long)
test_xreg long <- get xreg(test_long)
train_xreg short <- get xreg(train_short)
test_xreg_short <- get_xreg(test_short)
# --- 10. ARIMAX & RF Models: Long-term ---
arimax_model long <- forecast::auto.arima(

train_long$TN,

xreg = train_xreg_long,

ic = "bic",

stepwise = FALSE,

approximation = FALSE

)

arimax_pred_long <- forecast::forecast(arimax_model _long, xreg =

test_xreg long)$mean
test longSARIMAX Pred <- as.numeric(arimax_pred_long)
rf_grid <- expand.grid(mtry = 2:6)
ctrl <- caret::trainControl(method = "cv'", number = 5)
rf_model_long <- caret::train(

TN ~CU + PV + DS + PC + OE,

data = train_long,

method = "rf",

tuneGrid = rf_grid,
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trControl = ctrl,

metric = "RMSE",

ntree = 1000
)
test_longSRF _Pred <- predict(rf_model_long, newdata = test_long)
# --- 11. ARIMAX & RF Models: Short-term ---
arimax_model_short <- forecast::auto.arima(

train_short$TN,

xreg = train_xreg_short,

ic = "bic",

stepwise = FALSE,

approximation = FALSE

)

arimax_pred_short <- forecast::forecast(arimax_model_short, xreg =

test xreg short)$mean
test shortSARIMAX Pred <- as.numeric(arimax_pred_short)
rf_model_short <- caret::train(
TN~CU+PV+DS+PC+OE,
data = train_short,
method = "rf",
tuneGrid = rf_grid,
trControl = ctrl,
metric = "RMSE",

ntree = 1000
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test_short$RF_Pred <- predict(rf_model_short, newdata = test_short)
# -—- 12. Predicted vs Actual Tables (before performance) ---
cat("'=== Long-term Test Set: Predicted vs Actual ===\n"")

print(test_long %>% dplyr::select(Date, Actual = TN, Random_Forest = RF_Pred,
ARIMAX = ARIMAX_Pred))

cat("=== Short-term Test Set: Predicted vs Actual ===\n"")

print(test_short %>% dplyr::select(Date, Actual = TN, Random_Forest = RF_Pred,
ARIMAX = ARIMAX Pred))

# --- 13. Performance Metrics Function ---
metrics <- function(actual, predicted){
SSE <- sum((actual - predicted)”2)
SST <- sum((actual - mean(actual))"2)
R2 <-1-SSE/SST
data.frame(
R2 =R2,
MSE = Metrics::mse(actual, predicted),
RMSE = Metrics::rmse(actual, predicted),

MAPE = Metrics::mape(actual, predicted)

}

# --- 14. Calculate and Display Metrics: Separately ---
# Long-term
perf_arimax_long <- metrics(test_long$TN, test longSARIMAX Pred)

perf rf long <- metrics(test_long$TN, test long$SRF_Pred)
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cat(''=== Performance Metrics: Long-term Test ===\n"")
cat("ARIMAX:\n"); print(perf_arimax long)

cat(""Random Forest:\n"); print(perf_rf_long)

# Short-term

perf_arimax_short <- metrics(test_short$TN, test shortSARIMAX _Pred)

perf rf short <- metrics(test_short$TN, test_shortSRF_Pred)

cat("'=== Performance Metrics: Short-term Test ===\n"")
cat("ARIMAX:\n"); print(perf_arimax_short)
cat("Random Forest:\n"); print(perf_rf short)
# --- 15. Combine Metrics Table under Comparison of Models ---
comparison_table <- tibble::tibble(

Model = rep(c("ARIMAX", "Random Forest"), 2),

Horizon = rep(c(''Long-term", "Short-term"), each = 2),

R2 = c(perf_arimax_long$R2, perf rf long$R2, perf_arimax_short$R2,
perf rf short$R2),

MSE = c(perf_arimax_long$SMSE, perf rf longSMSE, perf_arimax_short§MSE,
perf rf short§MSE),

RMSE = c(perf_arimax_longSRMSE, perf rf longS§RMSE,
perf_arimax_shortSRMSE, perf rf short$RMSE),

MAPE = c¢(perf_arimax_longSMAPE, perf rf longSMAPE,
perf_arimax_short$MAPE, perf rf short$SMAPE)

)

cat(""=== Comparison of Models (Long-term vs Short-term) ===\n")
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print(comparison_table)
# --- 16. Plot Prediction vs Actual (Long-term & Short-term) ---
# Long-term
plot_df long <- test_long %>%
dplyr::select(Date, TN, RF_Pred, ARIMAX Pred) %>%

tidyr::pivot_longer(cols = ¢(RF_Pred, ARIMAX Pred), names_to = '"Model",

values to = "Prediction")

ggplot(plot_df long, aes(x = Date)) +
geom_line(aes(y = TN, color = "Actual"), size = 1) +
geom_line(aes(y = Prediction, color = Model), size =1) +
labs(title = "Long-term: Prediction vs Actual",
y = "Turnover", x = ""Date (Weeks)"', color = ""Legend") +
scale_color_manual(values = ¢(
"Actual" = "black",
"RF _ Pred" = "steelblue',
"ARIMAX_ Pred" = "firebrick"
),
labels = ¢(""Actual", "Random Forest", "ARIMAX")) +
theme minimal()
# Short-term
plot_df_short <- test_short %>%
dplyr::select(Date, TN, RF_Pred, ARIMAX Pred) %>%

tidyr::pivot_longer(cols = ¢(RF_Pred, ARIMAX Pred), names_to = "Model",

values_to = "Prediction")

70



ggplot(plot_df short, aes(x = Date)) +
geom_line(aes(y = TN, color = "Actual"), size = 1) +
geom_line(aes(y = Prediction, color = Model), size = 1) +
labs(title = ""Short-term: Prediction vs Actual",
y = "Turnover", x = ""Date (Weeks)", color = ""Legend") +

scale color _manual(values = ¢(

"Actual" = "black",

"RF_Pred" = "steelblue',

"ARIMAX_ Pred" = "firebrick"

),

labels = ¢(""Actual", "Random Forest", "ARIMAX")) +
theme_minimal()

# --- 16. Plot Prediction vs Actual for Each Model Separately ---

## --- Long-term: Random Forest vs Actual ---
ggplot(test_long, aes(x = Date)) +
geom_line(aes(y = TN, color = "Actual"), size = 1) +
geom_line(aes(y = RF_Pred, color = "Random Forest"), size = 1) +
labs(title = "Long-term: Random Forest vs Actual”,
y = "Turnover", x = "Date (Weeks)", color = "Legend") +
scale_color_manual(values = c("Actual” = "black", "Random Forest" = "steelblue™)) +

theme_minimal()

## --- Long-term: ARIMAX vs Actual ---

ggplot(test_long, aes(x = Date)) +
geom_line(aes(y = TN, color = "Actual"), size=1) +
geom_line(aes(y = ARIMAX_Pred, color = "ARIMAX"), size = 1) +
labs(title = "Long-term: ARIMAX vs Actual”,

y = "Turnover", x = "Date (Weeks)", color = "Legend") +
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scale_color_manual(values = c("Actual” = "black”, "ARIMAX" = "firebrick™)) +

theme_minimal()

## --- Short-term: Random Forest vs Actual ---

ggplot(test_short, aes(x = Date)) +
geom_line(aes(y = TN, color = "Actual™), size = 1) +
geom_line(aes(y = RF_Pred, color = "Random Forest"), size = 1) +
labs(title = "Short-term: Random Forest vs Actual”,

y = "Turnover”, x = "Date (Weeks)", color = "Legend") +

scale_color_manual(values = c("Actual” = "black", "Random Forest" = "steelblue™)) +

theme_minimal()

## --- Short-term: ARIMAX vs Actual ---
ggplot(test_short, aes(x = Date)) +
geom_line(aes(y = TN, color = "Actual"), size = 1) +
geom_line(aes(y = ARIMAX_Pred, color = "ARIMAX"), size = 1) +
labs(title = "Short-term: ARIMAX vs Actual”,
y = "Turnover", x = "Date (Weeks)", color = "Legend") +
scale_color_manual(values = c("Actual” = "black”, "ARIMAX" = "firebrick™)) +

theme_minimal()
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R Screenshots

Tibraryi(tidyverse)
Tibrary(Torecast)
Tibrary{caret)
TibraryiMetrics)
Tibrary{lubridate)
Tibrary{eldri)
Tibrary{psych)
Tibraryicar)
Tibrary{gridExtra)
Tibrary{tseries)
Tibrary{Gaally)
Tibrary{broom)
dataiDate «<- as.Date{datashate)
desc_stats <- data ¥=¥
dplyr::select{-Date) x=%
summarise_all{list{

mean = mean,

sd = =d,

min = min,

Max = max,

se = ~sd(.})/sgrt{length{.’],

trimm = ~meani., trim = 0.1),

skew = ~el071::skewness(., na.rm=TRUE),

kurt = ~el071::kurtosis(., na.rm=TRUE]},

range = ~diff{range(.))

For skewness, kurtosis

For describe, trimmed mean
For VIF

For arranging plots

For adf.test (stationarity)
For correlation plot

LR N R N SR 1
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Tidyr:: pivot_longer(everything(), names_to = c{"variable", ".walue"), names_sep = "_")
print{desc_stats)

# A tibble: & » 10

variable mean sd min max se  trimm skew kurt range
<A wghi> odbl> <dbi> <dbl> <dbl> <dbi> b I <dfti> <dbl=
™ 19717, 1772. 1476l. 23705. 174. 19723, -0.0863 -0.118 £944,
cu 3802. 327, 2828 4556 32.0 3794, 0,245 o.B46 2128
P 203, 24. 4 136 266 2.39 202, 0.253 0.0341 130
D5 792. 151, 526. 1455, 14.8 784, 0,407 -0.747 533,
PC g49. 137. 489, 1272. 13.4 244, 0,349 0.102 783.
OE 1280, 215. 740, 1827, 21.1 1275. 0.161 -0.0&75 10BE.
View(desc_stats)
plot_Tist <- purrr::maginames{data)[names{data) !'= "Date"], Tunctioni{var) {

ggplotidata, aes{x = Date, v = .data[[var]])) +
geom_line{size = 1) +
labs{title = paste("Time Series of", wvar), x = "Date", v = var) +
theme_minimal)

I I AU

3
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do.call{gridextra::grid. arrange, ci{plot_Tist, ncal = 23]
shapiro_tab <- data =%
dplyr::selecti{-Date) %=
purrr: :map_df {~broom: :tidy(shapiro. test{na.omit{.1}), .id = "variable™)
print{shapiro_tab)
4 tibble: & = 4
variable statistic p.value method

<o <l I <dB 7> <chrs
™ 0.5952 0,812 Shapiro-wilk normality test
cu 0.936 0.327 Shapiro-wilk normality test
PY 0,935 0.314 Shapiro-wilk normality test
DS 0.965 0.00715 Shapiro-wilk normality test
PC 0,939 0,523 Shapiro-wilk normality test
OE 0.530 0.671 Shapiro-wilk normality test
Vview(shapiro_tab)
hist_T1ist <- purrr::mag(names{data) [names{data) != "Date"], Tunction(wvar) {
gaplot{data, aes(x = .data[[var]])) +
geom_histogrami{bins = 20, 111 = "skyblue", color = "black™) +
Tabs(title = paste("Histogram of”, wvar), x = var, ¥ = "Frequency") +
theme_minimal )
1
do.calligridextra: rgrid. arrange, clfhist_Tist, ncol = 23]
adf_tab <- data #x#
dplyr::select{-Date) %=
purrrismap_df{~broom: i tidy{adf. test{na.omiti.})1, .id = "variahle"}
print{adf_tab)
A4 tibble: 6 % 6
Variable statistic p.value parameter method alternative
<o < I < T <dBT> <chrs <o
™ -3.75 0.0242 4 Augmented Dickey-Fuller Test stationary
cu -4.37 0.01 4 Augmented Dickey-Fuller Test stationary
PV -£.10 ©0.01 4 augmented Dickey-Fuller Test stationary
DS -4.10 Q.01 4 Augmented Dickey-Fuller Test stationary
PC -4.12 ©0.01 4 Augmented Dickey-Fuller Test stationary
OE -3.61 ©0.0356 4 Augmented Dickey-Fuller Test stationary

View(adt_tab)
vif_model «<- Tm{TN ~ €U + PV + DS + PC + OE, data = data)
vit_vals <- car::vit(wvit_model)
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= vif_model <- Tm{TH ~ CU + PV + DS + PC + DOE, data = data)
vit_vals <- car::vif(vif_model)
= printivit_wvals)

cu Py DS PC QE
1.023927 2.731553 1.192214 2.721104 1.1%4006
> Cor_matrix <- cor{data ¥=% dplyr::select({-Date), use = "pairwise.complete.obs")
= print{cor_matrix)

TN Ccu PW o= PC GOE
T 1.00000000 -0.111009127 O.040685227 ©.629597079 0.0523223988 0.63330171
CU -0,11200513  1.000000000 O0.07077622 0.06041755 0.005683617 -0.05562659
PV 0,04065227 0,070776223  1,00000000 -0,01223771 0.793117711 -0.01329117
DS 0.62397079 0.060417550 -0.01223771 1.00000200 -0.020824117 0.39272349
PC 0.0523229% 0,005683617 0.73311771 -0.02082412 1.000000000 -0,03757024
CJE 0.63390171 -0.055626554 -0.01329117 0.39272349 -0,037570240 1. 00000000
= # Visual correlation plot
Gaally: :ggcorr {data %% dplyr::select(-Date), label = TRUE, Tlabel_round = 2, label_size = 3}

W

data <- data =%
arrange(Date) =%
mutate{WeekIndex = row_numberi))
ggplot{data, aes(x = weekIndex, ¥ = TN}] =+
geom_line{size = 13 +
labs{title = "Trend analysis: Turnover (TN} by wWeekly Index", x = "week Index", v = "Turnover™} +
theme_minimal ()

n <- nrow(data)
train_index_long <- round{0.& = n) # o for long-term
train_index_short <- round(0.9 = n) # 90% Tor short-term

test_long <- data[(train_index_long + 1):m, ]

train_short <- data[l:train_index_short, ]

test_short <- data[{train_index_short + 1)}:n, ]

get_xreg <- function{d) as.matrix{d =¥ dplyr::select{CuU, Pv, D5, PC, OE}]
train_xreg_long <- get_xreg{train_long)

test_xreg_long <- get_xreg{test_long)

train_xreg_short <- get_xregi{train_short)

test_xreg_short «- get_xregitest_short)

arimax_model_Tlong «<- forecast::auto.arimai
train_long$TN,
Xreg = train_xreg_long,
ic = "bic",

-
=
I
¥
+
I
+
¥
+
-
=
==
I
=
= train_long <- data[l:train_index_long, ]
I
-
=
™
-
=
==
-
=
==
-
¥
+
+
+ sTenwise = Fal SF.
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x
arimax_pred_long <- Torecast::forecast(arimax_model_long, xreg = test_xreg_long)imean

™

= test_longiARIMAX_Pred <- as.numericlarimax_pred_long)

= View(arimax_model_Tong)

» arimax_pred_long «- Torecast::forecast{arimax_model_long, xreg = test_xreg_long)imean
= test_longiARIMAX_Pred <- as.numericlarimax_pred_long)

=

= rT_grid <- expand.gridi{mtry = 2:8)

> ctrl «- caret::trainContral{method = "cw”, number = 5)

= rf_model_long <- caret::trainf

+ ™ ~ CU + PV + D5 + PC + OE,

+ data = train_long,

+ methed = "rf",

+ tunecrid = rf_grid,

+ trcomtrol = cTrl,

+ metric = "RMSE"

+ ntree = 1000

+ 1

= test_TlongiRF_Pred <- predict{rf_model_long, newdata = test_long)
= arimax_model_short <- Torecast::auto.arimail

+ train_shortsTN,

+ ¥xreg = train_xreg_short,

+ ic = "bic",

+ stepwise = FALSE,

+ approximation = FALSE

+3

= arimax_pred_short <- Torecast::Torecasti{arimax_model_short, xreg = test_xreg_short)smean
» test_shortSARIMAX_Pred «<- as.numericiarimax_pred_short)

™

= rT_model_short <- caret::train(

T ~ CU + PV + D5 + PC + OE,
data = train_short,

+ methed = "rf",

+ tunecrid = rf_grid,

+ trComtrol = ctrl,

+ metric = "RMSE",

+ ntree = 1000

= test_shortSRF_Pred <- predict{rf_model_short, newdata = test_short)
= Cat{"=== Long-term Test Set: Predicted ws actual ==='n")
=== Lgng-term Test Set: Predicted ws actual ===
» printi{test_long ¥=¥ dplyr:iselect(Date, Actual = TN, Random_Forest = RF_Fred, ARIMAX = ARIMAX_Pred))
# A tibble: 21 x 4
Date Actual Random_Forest ARIMAX

=TS T an i T < 1 <7

e

2024-08-04 18963, 18829, 19303,
2024-08-11 18383. 18001, 18177.
2024-08-18 15701. 13972, 15564,
2024-08-25 20831. 20986. 20087.
2024-09-01 Z0658. 13942, Z0655.
2024-09-08 183940, 18163. 17293,
2024-09-15 Z20027. 20143, 15984,
2024-09-22 20134, 20018. 15836,
2024-09-29 20100. 20072, 20020.
2024-10-06 21196. 21177. 20790.

# 1 11 more ]

#1i Use "print(n = ...) " TO SEe MOre rows

» cat{"=== Short-term Test Set: Predicted wvs Actual ===n")

=== Short-term Test Set: Predicted wvs Actual ===
> print{test_short %»¥ dplyr::select{Date, Actual = TN, Random_Forest = RF_Fred, ARIMAX = ARTMAX_Pred})
# A tibble: 10 x 4

Date Actual Random_Forest ARIMAX
<dares <dh ] <obi> <db i
2024-10-20 19616, 19344, 19465,
2024-10-27 18073. 18197. 17796.
2024-11-03 20000, 19772, 19681,
2024-11-10 19522, 19307. 19749.
2024-11-17 18010. 18321. 19124,
2024-11-24 18731, 18608, 186&67.
2024-12-01 18009. 17959. 16783,
2024-12-08 20359. 20527. 203383
2024-12-15 13315, 15205, 18120,
2024-12-22 17955, 17382. 1822%.
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metrics <- Tunctioniactual, predicted){
SSE <- sum{{actual - predicted)*2)

+ 55T <- sumi{actual - mean{actuall}"z)

+ R2 <- 1 - SSE/S5T

+ data.framel

o

+ RZ = RZ,
+ MSE = Metrics::mselactual, predicted),

+ RMSE = Metrics::rmselactual, predicted),

+ MAPE = Metrics::mapelactual, predicted)

+ ¥

=

> perft_arimax_long <- metrics{test_longiTH, Test_TlongSARIMAX_Pred)
= perf_rf_long <- metrics{test_long$TN, test_longSRF_Pred)

=

> Cat{"=== Performance Metrics: Long-term Test ===n")

=== Performance Metrics: Long-term Test ===
* CAL{UARIMAX:'N™) print{pert_arimax_Tlong)
AR TIMAX:
R2 MSE RMSE MAFE
1l 0.5438264 434855.5 659.4358 0.02388659
> cat{"Random Forest:“.n"); printipert_rt_long)
Random Forest:
R2 MSE RMSE MAFE
1 0.8712238 122758.2 350. 3687 0.01438887
=
= perf_arimax_short <- metrics{test_shortsTy, test_shortisRIMAX_Pred)
= pert_rf_short <— metricsitest_shortsTH, test_shortifF_Pred)
=
» Cat{"=== Performance Metrics: Short-term Test ===\n")
=== Performance Metrics: shori-term Test ===
= cat{"ARIMAX:\N"); print{pert_arimax_short)
AR TIMAX
R2 MSE RMSE MAPE
1 0.4014905 448032.2 669.3521 0.02598579
» Cat{"Random Forest:n"); printipert_rf_short)
Random Forest:
R2 MSE RMSE MAPE
1 0.9069678 69642.02 263.89378 0.0115538

-
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# ——- 15, Combine Metrics Table under Compariscn of Models ---
comparison_table <- tibble::stibblef

Model = rep{c{"ARIMAX", "Random Forest"), 2},

Horizon = rep{c("Long-term", "Short-term"), each = 2},

RMSE =
MAFE =
cat{"=== Comparison of Models (Long-term vs Short-term) ==='n")
= Comparison of Models (Long-term ws Short-term) ===
print{comparison_table)

A tibble: 4 x 6

Model Horizon R2 MSE RMSE  MAPE
< < < T <abl> <dbhl> <dbl=
AR TMAX Long-term 0.544 434856, 659. 0.0233
Random Forest Long-term ©0.871 122758. 350. 0.0144
AR TIMAX Short-term 0.401 448032, 669, 0.0260
Random Farest Short-term 0.907 E£3642. 264, 0.011g

View(comparison_table)

# Long-term

plot_df_long <- test_long #=¥
dplyr:iselecti{Date, TN, RF_Pread, ARIMAX_Pred) -
Tidyr::pivot_longer({cols = c{RF_Pred, aRIMaX_Pred), names_to =

gaplot({plot_df_long, ass{x = Date)) +

geam_Tlinefaes{y = TN, color = "actual'"), size = 1) +
geom_line(aes{y = Prediction, color = Model), size = 1) +
Tabs{title = "Long-term: Prediction vs Actual”,

y = "Turnover", x = "Date (Weeks)", color = "Legend") +
scale_color_manual{values = c(

"actual"” = "black",

"RF_Pred" = "steelblue",

"ARIMAX_Pred" = "firebrick”
}.-
labels = c("actual”, "Random Forest", "ARIMAX")) +
theme_minimal )

plot_df_short <- test_short =%
dplyr::selecti{Date, TN, RF_Pred, ARIMAX_Pred) -
tidyr::pivor_longer({cols = c{RF_Pred, aRIMaX_Pred), names_to =
ggplot(plot_df_short, aes{x = Date)) +

PIOT_OT_SNOrT <- TeST_SNOrT =%
dplyr::select{Date, TM, RF_Pred, ARIMAX_Pred) =
tidyr::pivot_longer(cols = c(RF_Pred, ARIMAX_Pred), names_to
ggplot{plot_df_short, aes{x = Datel} +

geom_line{aes{y = TN, color = "Actual"), size = 1) +
geom_line{aes(v = Prediction, color = Model), size = 1) +
labs(title = "Shert-term: Prediction vs Actual"”,

v = "Turnover", x = "Date (Weeks)", color = "Legend") +
scale_color_manual{values = ci

"actual" = "black",

"RF_Pred” = "steelblue",

"ARTMAX_Pred" = "Tirebrick"”
Js

labels = c{"actual”, "Random Forest", "ARIMAX")) +
theme_minimal )
ggplot{test_long, aesi{x = Date)) +

R2 = c{perf_arimax_longsRz, perf_rf_longirRz, perf_arimax_shortiRz, perf_rf_shortir2},
MSE = ciperf_arimax_longisE, perf_rf_longSMSE, perf_arimax_shortSMSE, perf_rf_shortSMsE),

c{perf_arimax_longSRMSE, perf_rf_longSRMSE, perf_arimax_shortSRMSE, perf_rf_shortiRMSE),
ciperf_arimax_longSMAPE, perf_rf_longSMAPE, perf_arimax_shortSMAPE, perf_rf_shortIMAPE)

"Model™, walues_to = "Prediction™)

"Modeal”, walues_to = "Prediction™)

= "Model™, values_to =

geom_line{aes{v = TN, color = "actual"), size = 1) +
geom_line{aes{v = RF_Pred, color = "Random Forest"), size = 1) +
labs(title = "Long-term: Random Forest vs Actual”,

v = "Turnover", x = "Date (Weeks)", color = "Legend") +
scale_color_manual {values = c("Actual"” = "black”, "Random Forest" = "steelblue™)) +
theme_minimal )

## -—- Long-term: ARIMAX wvs Actual ---

ggplot{test_long, aesi(x = Date)) +
geom_line{aes{v = TN, color = "Actual™), size = 1) +
geom_line{aes({y = ARIMAX_Pred, color = "ARIMAX"), size = 1) +
Tabs({title = "Long-term: ARIMAX ws Actual",

v o= "Turnover", x = "Date (wWeeks)", color = "Legend") +
scale_color_manual (values = c{"Actual"” = "black”, "ARIMAX" =
theme_minimal ()

## --- Short-term: Random Forest wvs Actual ---
ggplot{test_short, aes{x = Date)) +
geom_line{aes{y = TN, color = "Actual"), size = 1) +
geom_line{aes{v = RF_Pred, color = "Random Forest"), size = 1) +
labs(title = "Short-term: Random Forest ws Actual”,
v = "Turnover", x = "Date (Weeks)", color = "Legend") +
scale_color_manual{values = c{"Actual" = "black", "Random Forest"

theme_minimal ()
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"firebrick™)) +

= "steelblue™)) +

"Prediction™)



= ## --- Short-term: ARIMAX ws Actual ---
= ggplot(test_short, aes{x = Date)) +
+ geom_line{aes{y = TN, color = "actual"), size = 1) +

theme_minimal )

+ geom_line(aes{y = ARIMAX_Pred, color = "ARIMAX"}, size = 1) +

+ labs{title = "Short-term: ARIMAX vz AcCtual",

+ vy = "Turnover", x = "Date (Weeks)", color = "Legend") +

+ scale_color_manual{values = c{"actual"” = "black", "ARIMAX" = "firebrick™)) =
+

b3
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